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direction of PTB. With a sphere made of a silicon 
crystal, scientists want to trace back ‒ by “counting” 
the atoms in the crystal ‒ a macroscopic mass to the 
atomic mass and thus lay the foundation for a redefi-
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Mass and Derived Quantities

Roman Schwartz1, Michael Gläser2

Mass and its derived mechanical quantities 
belong to the most important measurands in 
trade, economy, industry and research. Besides 
mass itself ‒ or “weight”, as it is usually called in 
everyday life ‒ the other main quantities which 
belong to this group are force, pressure, density 
and torque.

In commercial transactions, the price of most 
goods is billed according to their mass or their 
volume. Density is another important quantity 
for the determination and billing of volumes of 
static or flowing liquid or gaseous goods. In cli-
mate research, density differences in ocean water 
are decisive for the global ocean currents. Force 
measurement plays an important role in me-
chanical engineering and numerous safety-relat-
ed areas, such as materials testing, surveillance 
of oil platforms or structural monitoring. Torque 
measurements are used for all rotating machines, 
such as electric motors, combustion engines or 
turbines, but also in screwing technology. Gas 
pressure measurements are used in the case of 
barometers for air pressure, for the surveillance 
of containers filled with gases for technical pur-
poses and in vacuum apparatuses. In everday 
life, we encounter this when we check the air 
pressure in our car tyres. The pressure of liquids 
is measured for pumps, for hydraulic facilities, 
and in the medical field, e. g. for blood pressure. 
Pressure measurements are of great importance 
in numerous industrial applications, especially 
in the field of safety and process metrology.

This special issue of the PTB Bulletin (“PTB-
Mitteilungen”) is dedicated to all these measure-
ment quantities. It starts with an overview of 
the most important fields of application for each 
mechanical quantity and describes the state-of-
the-art of the realisation and dissemination of 
the respective unit in the International System of 
Units (SI) by means of so-called “standard meas-	
uring facilities” and identifies the current focal 
points of research and future developments.

In this context, it is obvious that the discus-
sion on the “Redefinition of the Kilogram” must 
be mentioned. In the section dedicated to this 
particular topic, the current experiments are 
described which may contribute to linking up 
the kilogram to a fundamental constant, such as 
the Avogadro constant or Planck‘s constant. It is 
planned to define the value of one of these con-
stants in a future redefinition, just as in the metre 
definition of 1983, the value of the speed of light 
was defined. Also, the current status of the dis-
cussions in the Consultative Committees (CCs) 
of the Meter Convention is reported. 

The article “Realisation of the Mass Scale” 
presents the hierarchy of the mass standards and 
describes how mass standards and weights of 
the sub-multiples and multiples of the kilogram 
are derived from or traced back to the national 
prototype of the kilogram. The importance of the 
correction for air buoyancy and of the weigh-
ing instruments and mass comparators used are 
dealt with in particular.

The article “Density: From the Measuring 
of a Silicon Sphere to Archimedes‘ Principle” 
describes how the density of solids and liquids 
is measured. For numerous applications, it is 
essential to know the density, to be able to deter-
mine the volume on the basis of which the price 
of flowing liquids or gases is calculated. The 
determination of the mass and volume of silicon 
spheres as the most accurate density standards, 
the dissemination of the unit of density by 
means of hydrostatic comparative methods, and 
questions as to the long-term stability of these 
standards are also dealt with.

The article “Mass Determinations and 
Weighing Technology in Legal Metrology” gives 
an overview of the present palette of automatic 
and non-automatic weighing instruments in use 
for commercial transactions and in numerous in-
dustrial areas, as well as of the legally prescribed 
requirements and tests as a pre-condition for a 
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type approval. Recent European developments 
and international agreements and directives for 
weighing instruments and load cells are also 
discussed.

The article “Force Measurement from Mega- 
to Nanonewtons” deals with a field of static force 
measurement in which very diverse measuring 
principles are applied. For the range “high forces” 
from approx. 1 N to 2 MN, facilities are described 
which use the weight force of deadweights for the 
direct generation of force with highest accuracy. 
For even higher forces up to approx. 16 MN, other 
measuring principles are used, especially the am-
plification of force by means of hydraulic or lever 
amplifications. In the mN range, on the contrary, 
the principle of electromagnetic force compensa-
tion is applied – similar to the case of precision 
balances. For smallest forces in the nN range, 
other, indirect methods are used.

The article “Dynamic Calibration of Force 
Transducers” deals – in contrast to the previous 
article – with force as a time-dependent quantity 
as is the case, for example, with periodic forces 
and impact forces as they are found, amongst 
others, in materials testing, crash tests in the 
automotive industry or satellite testing in the 
aerospace industry. The particular requirements 
which must be placed on force transducers for 
dynamic forces are explained. 

The article “Torque Measurement: From a 
Screw to a Turbine” first clarifies the difference 
between “pure” torque and the terms of force 
and torque as they often overlap in everyday 
practice. Motionless static torque (pre-condi-
tion for most accurate measurements), rotating 

static torque and, finally, dynamic torque are 
presented. The article concludes with the stand-
ards for calibration and the metrological torque 
infrastructure.

The article “Multi-component Measurements 
of the Mechanical Quantities Force and Mo-
ment“ describes a measurement method which 
has been newly developed at PTB since it was 
necessary in force and torque measurements 
to metrologically detect the disturbing quanti-
ties. This method allows the components of, in 
total, six degrees of freedom to be generated and 
measured independently of each other.

The article “Pressure Measurement from 
Kilo- to Gigapascal” deals with the realisation 
and  dissemination of the quantity pressure of 
gases and liquids, including the most important 
measuring instruments for this purpose. Starting 
from the traditional method of pressure meas-
urement, i. e. with the aid of liquid columns, 
pressure balances, aneroid barometers and other 
measuring instruments working in a range from 
25 Pa to approx. 360 GPa are presented.

The last article, “The Quantity of ‚Nothing‘: 
Measuring the Vacuum”, describes pressure 
measurements down to 10–12 Pa. Vacuum tech-
niques are presently used in numerous indus-
trial processes, such as microelectronics, surface 
coating for the finishing of surfaces, in the food 
industry and in research. The methods applied 
for different pressure ranges and their link-up 
with SI units are described.

We would like all our readers to gain a lot 
while leafing through these articles about “Mass 
and Derived Mechanical Quantities”!
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1		 Introduction
T����������������������������������������������         he kilogram is the only one of the seven base 
units of the International System of Units (SI) 
which is still defined by a material measure ‒ the 
international prototype of the kilogram. The 
other base units are defined by reference to a 
fundamental constant of physics or by an experi-
mental procedure. Some ‒ additionally ‒ depend 
on other base units. The metre, for example, 
is defined as the length of the path travelled 
by light in vacuum during a certain fraction of 
the second, on the basis of a fixed value of the 
speed of light. Thereby, reference is made to the 
second as the unit of time. The definition of the 
ampere describes an idealised arrangement of 
two conductors and thereby indicates the values 
of measurands in the units “kilogram”, “metre” 
and “second”. By means of these values, also the 
magnetic field constant µ0 is defined.

For approximately 30 years, experiments 
have been carried out to also link the kilogram to 
the value of a fundamental constant. These are 
Planck‘s constant and the Avogadro constant or 
the atomic mass unit. Two types of these experi-
ments have meanwhile progressed so far that 
a redefinition of the kilogram seems probable 
within the next few years. The decision-making 
bodies agree on the matter that a relative uncer-
tainty of few parts in 10–8 and a corresponding 
agreement of the relevant experiments are a pre-
condition for a redefinition.

Besides a redefinition of the kilogram, redefi-
nitions of the ampere, the kelvin and the mole 
are envisaged. Whereas for the redefinition of 
the kelvin we are still waiting for sufficiently 
accurate results, it is planned to resort, for the 
ampere, to known facilities which are already in 
use for practical standards based ‒ for the volt 
‒ on the Josephson effect and ‒ for the ohm ‒ on 
the quantum Hall effect. For the mole, the cur-
rent definition is intended to be re-formulated in 
such a way that it is based on fixing the value of 
the Avogadro constant, without reference to the 
unit “kilogram” ‒ as is the case with the current 
definition.

2	 The experiments
The first experiments for a redefinition of the 
kilogram started as early as the 1970s: the 

Avogadro Experiment with a silicon single crys-
tal at the National Institute of Standards and 
Technology (NIST ‒ previously NBS, USA) [1] 
and the watt balance at the National Physical 
Laboratory (NPL, UK) [2, 3].

After that, a watt balance was also set up 
at the NIST [4, 5] with which, in 2007, the most 
accurate value ever of Planck‘s constant was 
measured (relative uncertainty: 3.7�� ��· 10–8) [6]. In 
2007, the NPL published a result with a relative 
uncertainty of 6.7�� ��· 10–8 [7]. Further watt balance 
experiments are in the process of being set up 
or are currently in a test phase [8]: since 1997, at 
the Bundesamt für Metrologie (METAS, Swit-
zerland), since 2000, at the Laboratoire National 
de Métrologie (LNE, France) and since 2002, at 
the Bureau International des Poids et Mesures 
(BIPM, France). The Chinese and the New Zea-
land metrology institutes, too, are planning to 
develop a watt balance.

At the PTB, measuring the Avogadro con-
stant has been possible since the end of the 1970s 
through the setting-up of an X-ray interferom-
eter for the measurement of the lattice constant 
in the silicon single crystal. Also other institutes, 
such as the Istituto Nazionale di Ricerca (INRIM 
‒ previously IMGC, Italy) and the National Me-
trology Institute of Japan (NMIJ/AIST ‒ previ-
ously NRLM, Japan) followed suit. The Institute 
for Reference Materials and Measurements 
(IRMM, Belgium) participated by measuring the 
abundances of the three isotopes 28Si��, 29Si and 30Si 
in natural silicon. Lately, the National Metrol-
ogy Institute of Australia (NMI-A ‒ previously 
CSIRO) has taken on the production of silicon 
spheres. The result for the Avogadro constant 
was last made public in 2005, with a relative un-
certainty of 3.1 �� ��· 10–7 [9]. Other institutions and 
companies are participating in the International 
Avogadro Project ‒ launched only a few years 
ago ‒ with highly enriched 28Si. A new and more 
accurate result is expected at the end of 2009.

Another approach was pursued with the volt 
balance, which led to results with relative un-
certainties of approx. 3 �� ��· 10–7 [10,11] at PTB and 
CSIRO. This approach was, however, not pur-
sued any further since an improvement could 
not be expected with reasonable effort. Also the 
experiment “Magnetic Levitation” of the NMIJ 
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was abandoned after a reproducibility of 10–6 
had been reached [12]. The Russian All Russia 
D I Medeleyev Scientific and Research Institute 
for Metrology (VNIIM) and the Finnish Centre 
for Metrology and Accreditation (MIKES) are 
planning to set up a new Magnetic Levitation 
Experiment [13]. PTB‘s ion accumulation experi-
ment was launched in 1990. In this experiment 
(see Figure 1), 209Bi+ ions (previously 196Au+ ions) 
are accumulated to obtain a weighable mass; the 
ion current is integrated over the accumulation 
time and the current is measured via the quan-
tum standards “Josephson voltage” and “quan-
tum Hall resistance”. In this way it was possible 
to determine the mass of a bismuth atom with 
a relative uncertainty of 9 · 10–5. Although the 
principle of ion accumulation could be demon-
strated [14], and although – conceptually – it can 
be regarded as a suitable experiment for a redefi-
nition of the kilogram as the mass of a certain 
number of atoms, it hardly seems probable that 
it will achieve the required uncertainty within 
the envisaged time.

2.1 The Avogadro experiment

For the determination of the Avogadro constant, 
a sphere is made from a silicon single crystal 
which has a mass of approximately 1 kg (see 
Figure 2). Its mass m and its volume V are then 
determined and furthermore, the volume v0 of 
the unit cell of the crystal is determined via the 
lattice constant and the molar mass MSi of silicon 
(see also the article “Density: From the measure-

ment of a silicon sphere to Archimedes‘ princi-
ple” in this volume). With the known number of 
atoms in the unit cell nSi, the Avogadro constant 
results as follows:

 
N

V M m
v n

M
mSi

A
Si

Si

Si=
( )

( ) =
/

/0
(1)

In other words, the Avogadro constant is the 
relation between the molar mass and the mean 
mass of a silicon atom mSi. Natural silicon con-
sists of the three isotopes 28Si, 29Si and 30Si. Thus, 
for the determination of MSi or mSi, the relative 
isotope abundances of these three Si isotopes 
have to be measured. The volume of the sphere 
is obtained by measuring the sphere diameter 
and the roundness of the sphere by means of a 
spherical interferometer. The lattice constant is 
measured by means of an X-ray scanning inter-
ferometer. The mass of the sphere is obtained 
by comparison with a mass standard by means 
of a weighing instrument. Besides the measure-
ments mentioned above, the chemical purity 
of the silicon, the thickness and the density of 
the oxide layer, and the quality of the crystal 
structure must be determined. The latest results 
published have been determined with silicon of 
natural isotopic composition in cooperation with 
different national metrology institutes (PTB, 
NMIJ, INRIM, NIST and IRMM) [9]. In 2003, an 
International Avogadro Coordination (IAC) was 
founded by a number of national metrology in-
stitutes as well as by the BIPM, the Russian Inter-
national Science and Technology Center (ISTC) 

Figure 1: 

Ion accumulation exper-
iment (top view). The 
ions are generated in 

the ion source (bottom), 
deflected 90° towards 
the right by means of 

the separator magnet (in 
blue) and collected up to 

a weighable mass  
(photo: Marc Steinmetz/

VISUM). 
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and the Berlin Institute for Crystal Growth (IKZ); 
it is working on a new way of determining the 
Avogadro constant with highly enriched 28Si. Its 
ambitious goal is to achieve a value with a rela-
tive uncertainty of not more than 2 · 10–8 by the 
end of 2009. The production of highly enriched 
silicon alone, with the aid of centrifuges at the 
ISTC, costs approx. 1.2 million euros. 

2.2 The watt balance experiments

Planck‘s constant is determined by means of two 
tests (static mode and in-motion mode) with the 
aid of the watt balance (Figure 3). In the first test, 
the weight force of a mass standard is compared 
with an electromagnetic force by means of the 
balance (static mode). Thereby, the current is 
measured in a coil which is situated in the homo-
geneous field of a magnet. In the second test, the 
coil is moved vertically inside the same magnetic 
field (in-motion mode). Thereby, the speed and 
the voltage induced in the coil are measured. 
The equations for the current and for the in-
duced voltage are then combined by eliminating 
the gradient of magnetic induction. One thus 
obtains the following:

UI = 4 mgv	 (2)

where U is the induced voltage, I is the current 
in the coil, m is the mass of the mass standard, 
g is the gravitational acceleration, and v is the 
speed. Equation (2) applies to measurements in 
vacuum. In this equation, an electrical power is 
equated with a mechanical power, therefore the 
name “watt balance”. If I and U are measured 
via the quantum Hall resistance and the Joseph-
son voltage, one obtains Planck‘s constant:

h mgv

m g
=

4
ν ν

	 (3)

where νm and νg are the frequencies of the 
microwave radiations which are measured in the 
case of the Josephson voltages during the first or 
the second test.

The watt balances at the different institutes 
[8] do not differ in their principle but in their 
practical realization. At the NPL and the NIST, 
masses of 1 kg are used, whereas METAS uses a 
mass of 100 g. The NIST uses a superconducting 
magnet and a cable pulley as a balance beam. 
The NPL and METAS use cobalt-samarium 
magnets; the NPL uses an equal-arm beam 
balance, METAS a modified commercial mass 
comparator. For the speed measurements, the 
NPL and the NIST use Michelson interferom-
eters, whereas at METAS, a Fabry-Pérot inter-
ferometer is used. The BIPM is developing a 
watt balance with which both the static and the 
in-motion modes can be realized in one experi-
ment. The LNE is developing and constructing 
a watt balance on its own which is suitable for a 
mass standard of 500 g and will operate with a 
cobalt-samarium magnet. For the measurement 
of the gravitational acceleration, nearly all the 
institutes use absolute gravimeters; the LNE is 
developing a gravimeter according to the foun-
tain principle, with cold atoms.

Figure 2: 

Sphere made of a silicon single crystal for the deter-
mination of the Avogadro constant – here in PTB‘s 
sphere interferometer 
(photo: Marc Steinmetz/VISUM). 

Figure 3: 

Scheme of NIST‘s watt balance 
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3	 Results achieved

The results of the measurements, along with the 
values of CODATA collected since 1980 for the 
Avogadro constant and other constants which 
were converted into values of the Avogadro 
constants, are shown in Figure 4. Thereby, the 
following conversions were used:

N cA e M
R hA

r u= ( )
∞

α�

�
� 	  (4)

N cA e M
R

K
eA

r u J= ( )
∞

α�

� � 	  (5)

N F
eA = 	  (6)

where c = the speed of light, Ar(e) = the relative 
atomic mass of the electron, Mu = 10–3  kg mol–1, 
α = hyperfine structure constant, R∞ = Rydberg 
constant, KJ = the Josephson constant, F = the 
Faraday constant and e = the elementary charge. 
For the conversion, the CODATA values for 2006 
were used [15]. The uncertainties stated here and 
below are simple standard uncertainties (k = 1). 

The relative measurement uncertainties 
have decreased over the years from 1.3 · 10–6 to 
3.6 · 10–8 for h and from 1.2 · 10–6  to 3 · 10–7 for NA, 
but there remained a difference of approx. 10–6 
between most of the results for h and NA which 
is not compatible with the uncertainties, where-
by the results for KJ from 1989 and 1991, and for 
F from 1980 are compatible with those for h (“not 
compatible” means that the difference is larger 
than the squared combined uncertainties). NPL‘s 
latest value for h (2007) lies approx. 3 · 10–7 from 
NIST‘s latest value (2006) and is thus neither 

compatible with the NIST‘s value nor with the 
NA value from 2005. Recent measurements at 
IRMM in 2009 have shown that the 2005 result 
for NA has to be corrected with the effect that 
the 10–6 difference between h and NA reduces by 
about one order of magnitude. It remains to be 
seen which results the current work of the IAC 
with enrichted 28Si will bring about for NA. 

4	 Discussions in the bodies
Motivated by the publications of some members 
of the Comité Consultatif des Unités (CCU) 
[16,17], several consultative committees (CCs), 
international standardization bodies and the 
Comité International des Poids et Mesures 
(CIPM) have been dealing with the topic of a 
redefinition of the kilogram, as well as of further 
base units such as the ampere, the kelvin and 
the mole. All the bodies agree on the matter that 
redefinitions shall be formulated on the basis 
of fundamental constants such as h, NA, e and k 
(Boltzmann constant). Thereby it is envisaged 
that the numerical values of such constants (ac-
cording to CODATA) are laid down in the defi-
nitions so that in future, they will no longer be 
affected by any uncertainties ‒ such as the speed 
of light according to the 1983 definition of the 
metre. Although the authors of [16] made pro-
posals for decisions with regard to redefinitions 
already at the 2007 meeting of the Conférence 
Générale des Poids et Mesures (CGPM ‒ the 
highest decision-making body of the Metre Con-
vention), the CIPM has envisaged ‒ due to the 
still existing discrepancies between the measure-
ment results ‒ the year 2011 as the earliest date.

For the kilogram, the Comité Consultatif 
pour la Masse et les Grandeurs Apparentées 
(CCM) has decided upon a recommendation 

Figure����  4: 

Measurement results for 
the Avogadro constant 
NA with uncertainties, 
represented as rela-
tive deviations from the 
CODATA 2006 value 
(NA = 6.02214179 (30) ∙ 
1023 mol–1). The results 
for Planck‘s constant, 
h, (watt balance), for KJ 
(voltage balance) and for 
the Faraday constant F 
have been converted by 
means of the CODATA 
2006 constants. Explana-
tion: “NPL-07-h”, for 
example, means: NPL‘s 
result in 2007 for a meas-
urement of h. “WGAC” 
means: Working Group 
“Avogadro Constant”. 
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which, amongst others and according to the 
current requirements on weights in legal metrol-
ogy, sets an upper limit of 2 · 10–8 for the rela-
tive uncertainty for the realization of the unit 
“kilogram”.

Some other publications [18‒23], consultative 
committees and standardization bodies have 
been dealing with the issue of the constants and 
the formulation of new definitions. The Comité 
Consultatif d‘Electricité et Magnétisme (CCEM) 
has expressed its wish in a resolution that h and 
e shall be specified so that in future, the volt and 
the ohm will become SI units via h/(2e) and h/e2, 
respectively. However, since only one electrical 
unit can be defined as a base unit, it is suggested 
to define the ampere via e and the kilogram 
via h. The suggestion to define the kilogram via h 
has, however, not been met with approval in all 
bodies. One group of authors, who are closely 
connected with the Avogadro Experiment, fa-
vours a kilogram definition which refers to an 
atomic mass [20], since such a definition would 
be easier to understand and would also make 
more sense from a physical point of view. In its 
latest recommendation (2007) to the CIPM, the 
CCU presented the viewpoints of the different 
bodies, but ‒ as its own recommendation ‒ has 
pointed out that it favours h as reference for 
the new definition of the kilogram. A decision 
with regard to this issue and with regard to a 
deadline for the redefinitions will probably not 
be taken until several experiments show a suffi-
ciently good agreement and exhibit uncertainties 
that are accepted by the relevant bodies.

5	 Summary
The currently relevant experiments ‒ whose 
results can be a pre-condition for a redefinition 
of the kilogram ‒ are the experiment for the de-
termination of the Avogadro constant using a 
silicon single crystal, and the so-called “watt bal-
ance” for the determination of Planck‘s constant 
via a mass standard. So far, the results still show 
incompatible differences and do not yet yield the 
uncertainties called for by the experts represented 
at the CCM. At the moment, redefinitions for the 
kilogram, the ampere, the kelvin and the mole are 
planned for 2011, provided the measurement re-
sults of the International Avogadro Coordination 
IAC, as well as of the NIST, the NPL and METAS, 
which are expected by 2009, permit this. 	
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1	 Introduction
The definition of the unit of mass is based on a 
material embodiment, the international proto-
type of the kilogram [1]. Thus, the definition and 
the realization of the SI base unit kilogram are 
identical. At the highest level of the hierarchy 
of mass standards, the dissemination of the unit 
of mass takes place by using copies of the inter-
national prototype of the kilogram made of the 
same material (90 % platinum, 10 % iridium), 
with the same dimensions and the same surface 
properties. These official copies are called „kilo-
gram prototypes“ and are adjusted within a 
mass range of 1 kg ± 1 mg [2].

In order to determine the masses of any 
solids, the realization and dissemination of sub-
multiples and multiples of the mass unit kilo-
gram are required. Based on a reference stand-
ard such as, for example, a kilogram prototype, 
a mass scale is derived with the aid of suitably 
divided weight sets according to a weighing 
scheme and using a least squares adjustment. As 
a result of this derivation, secondary standards 
traced back to the reference standard are avail-
able which realize the sub-multiples and multi-
ples of the unit of mass and thus form the basis 
for the dissemination of the unit of mass in the 
derived mass range.

2	 Hierarchy of the mass standards
Since the definition and realization of the unit of 
mass are linked to a material embodiment ‒ i. e. 
to a kilogram prototype - the unit of mass is dis-
seminated via an uninterrupted chain of mass 
comparisons. This results in a hierarchy of mass 
standards (Fig. 1). At the top of this hierarchical 
chain is the international prototype of the kilo-
gram, which is maintained at the Bureau Inter-
national des Poids et Mesures (BIPM). As a con-
sequence of the sanctioning of the international 
prototype of the kilogram by the first General 
Conference on Weights and Measures in 1889, 30 
out of 42 kilogram prototypes were distributed 
to the member states of the Metre Convention 
and the BIPM [3, 4]. At present, the Metre Con-
vention has 51 member states and the number of 
kilogram prototypes has increased to more than 

80. All copies of the international prototype of 
the kilogram bear a number. The Federal Repub-
lic of Germany‘s national kilogram prototype is 
the one with the number 52 and was purchased 
in 1954 (Fig. 2).

The dissemination of the unit of mass from 
the international prototype of the kilogram to 
the national kilogram prototypes generally takes 
place via the BIPM‘s working standards. The 
national kilogram prototypes are linked up with 
the BIPM‘s working standards approximately 
every 10 years. A comparison of the national 
kilogram prototypes with the international pro-
totype of the kilogram is made at larger intervals 
within the scope of so-called periodic verifica-
tions. After the link-up of the first 42 kilogram 
prototypes between 1883 and 1888, the national 
kilogram prototypes have hitherto been called 
in for three periodic verifications: from 1899 to 
1911 (at that time, they were not compared with 
the international prototype of the kilogram but 
to the kilogram prototype No. 1), from 1939/46 
to 1953 (interruption due to WWII) and finally 
from 1989 to 1992 [3]. Depending on how long 
ago the last periodic verification took place, the 
mass of the national kilogram prototypes is de-
termined at the BIPM with expanded measure-
ment uncertainties (k = 2) in the range from 5 µg 
to 15 µg (relative 5 · 10–9 to 1. 5 · 10–8). 

At the national metrology institutes, the 
unit of mass is disseminated from the kilogram 
prototypes to the secondary standards. The sec-
ondary standards are nowadays mostly made of 
non-corrosive, non-magnetic steel (with a density 
of approx. 8000 kg/m3). This link-up of the 1 kg 
primary standards to the national kilogram pro-
totype places particular requirements on the de-
termination of the air density due to the necessary 
transition from the density of 21 500 kg/m3 (Pt-Ir) 
to 8000 kg/m3 (steel), since for a determination of 
the density of air on the basis of the air density 
parameters (temperature, pressure, humidity and 
CO2 content), the uncertainty of the air buoyancy 
correction is considerably higher than the un-
certainty contributions of the weighing process 
and of other influence quantities [5]. The link-up 
of secondary standards to the national kilogram 
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prototype is carried out on special 1 kg compara-
tors, so-called “prototype balances” (Fig. 3). Pro-
totype balances are nearly always accommodated 
in pressure-tight enclosures which can, for the 
most part, also be evacuated. Under stable pres-
sure conditions and at temperature fluctuations 
of a few millikelvin, relative standard deviations 
of ≤ 3 ∙ 10–10 can be achieved with the aid of mod-
ern prototype balances. By weighing special air 
buoyancy artefacts in vacuum and air, air density 
determinations with relative uncertainties (k = 1) 
of approx. 2 · 10–5 are possible [6, 7]. The transi-
tion from the national kilogram prototype to the 
secondary standards is the basis of the realization 
of sub-multiples and multiples of the mass unit 
kilogram in the form of a mass scale (section 4, 
Fig. 4). The mass scale generally comprises the 
range of nominal values which is needed on a 
regular basis and with particularly high require-
ments for the dissemination of the unit of mass. 
At PTB, this is, for example, the range from 1 mg 
to 5 t which can be realized with the smallest rela-
tive uncertainties U/m of up to 2.8 · 10–8 (k = 2).

The reference standards of institutes, authori-
ties of legal metrology and other institutions in 
research, industry and metrology are linked 
up with PTB‘s secondary standards (Fig. 1). In 
further steps, subordinate reference, control and 
working standards are then calibrated with the 
aid of these reference standards. Within PTB, the 
base unit kilogram is disseminated to derived 
units (e. g. density, pressure, force).

The highest requirements are placed on the 
mass stability of prototypes, secondary standards, 
reference standards and control standards. Each 
usage can influence the mass stability and may 
cause damage. The intervals for recalibrations 
must therefore be chosen in such a way that mass 
changes are detected as soon as possible. In Fig. 1, 
estimated values for the intervals between two 
link-ups are indicated for each step of the hierar-
chy. It must thereby be taken into account that for 
fixing the recalibration intervals, the individual 
stability of a standard, as well as the frequency 
and the conditions of its use are decisive.

3	 Realization of a mass scale

3.1 Weighing scheme

In general, high-precision mass determinations 
are carried out by means of differential weigh-
ings of the same nominal value. When calibrat-
ing whole sets of weights, however, the problem 
may occur that only one reference standard with 
a certain nominal value is available.

In that case, a determination of the set of 
weights in itself is necessary, with a link-up to 
the reference standard. The same procedure is 
used for the derivation of sub-multiples and 
multiples of the unit of mass from the national 
kilogram prototype. For this purpose, mass com-
parisons are carried out with certain combina-
tions of mass standards with the aid of a suitable 
weighing scheme. In legal metrology, the subdi-

Figure����  2: 

The Federal Republic of Germany‘s kilogram prototype 
No. 52 (kept under two bell jars)

Figure 1: 

Hierarchy of mass standards in the Federal Republic of Germany (Pt-Ir: 
alloy made of 90 % platinum and 10 % iridium; CIPM: Comité International 
des Poids et Mesures; BIPM: Bureau International des Poids et Mesures)
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vision of the standards by the factors 1 · 10n, 	
2 · 10n and 5 · 10n, n ∈ {..., –2, –1, 0, 1, 2, ...} is laid 
down internationally [8].

The system of weighing equations used 
can be represented with the aid of a weighing 
scheme and allows the establishment of a mass 
scale for each decade. Besides the reference 
standard, seven further standards per decade 
are used at PTB so that each nominal value ex-
ists twice. For the first link-up weighing with 
a known mass m1kg, the following equation 
applies:
	 m1kg – m’1kg = x(1),	 (1)	 	 	
where 			 

m1kg	 mass of the standard with the nominal 	
		  value 1 kg (No. 1);

m’1kg	 mass of the standard with the nominal 	
		  value 1 kg (No. 2);

x(1)	 mass difference as a result of the first 	
		  weighing.
By further determinations, such as, e. g., 

m1kg – ( m500g + m’500g) = x(2),	 (2)

 m500g – m’500g = x(4),	 (3)

it is possible to carry out just as many mass 
comparisons as standards of unknown mass are 

available, or even more. In this way, each decade 
and thus each set of mass standards can be de-
rived from a standard of known mass.

Depending on the requirements and on the 
given subdivision of a set of weights, differ-
ent weighing schemes can be applied. Figure 4 
shows an example of a weighing scheme with 
seven unknown standards divided into 1, 1, 2, 
2, 5, 5, 10 and ten weighing operations in each 
decade as is standard at PTB. The first line il-
lustrates that, during the first weighing, the 
known 1 kg standard (symbol “+”) is compared 
with the unknown 1 kg standard (symbol “‒”). 
The weighing result of this comparison is x(1). 
From the equation system with 10 equations 
and 7 unknowns, it is possible to calculate the 
sought masses of the individual standards. Since 
this is an over-determined equation system, the 
sought masses can be determined by means of 
a least squares adjustment. In addition, the least 
squares adjustment provides the covariance 
matrix, a square, symmetrical matrix whose 
diagonal elements contain the variances of the 
mass standards involved. Since all unknown 
standards are derived from a known standard, 
their masses are correlated. The corresponding 
variances contain the non-diagonal elements 
of the variance-covariance matrix. If combina-
tions of these standards are used in the course 

Figure 3a-b: 

PTB‘s prototype balances (1 kg vacuum mass comparators, installed in vacuum-resistant chambers). 
a) Mettler-Toledo M_one: automatic weight exchange facility with 6 positions, resolution 0.1 µg, standard  
    deviation ≤ 0.3 µg; 
b) Sartorius CCL1007: automatic weight exchange facility with 8 positions, resolution 0.1 µg, standard  
    deviation ≤ 0.2 µg 

a) b)
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of subsequent calibrations, the covariances must 
be taken into account for the calculation of the 
uncertainty.

In the next decade, the now known 100 g 
standard will be compared with the unknown 
standards according to the weighing scheme 
described in the first decade. All following dec-
ades, e. g. down to 1 mg, as well as the decades 
for nominal values higher than 1 kg will be de-
rived successively in the same manner.

The utilisation of such a weighing scheme 
with more weighing equations than the number 
of weights to be calibrated allows the control 
of potential weighing errors by the compari-
son of the weighing results observed with the 
weighing results calculated via the least squares 
adjustment.

3.2 Mass comparators

Since comparison measurements are always 
carried out with standards of the same nominal 
values according to the substitution method, it 
is not the absolute value of the balance‘s indica-
tion which enters into the measurement result, 
but only the weighing difference. For such dif-
ferential weighings, mass comparators are used. 
Compared to their maximum capacity, they only 
have a relatively small weighing range which 
can, however, be resolved highly and with very 
small linearity deviations. The (electric) weigh-
ing range, for instance, of the prototype balance 
shown in Fig. 3a with a maximum capacity of 
1 kg is only 1.5 g. This range, however, has a 
resolution of 0.1 µg, i. e. 1.5 ∙ 107 steps, and a 
maximum linearity deviation of ± 2 µg. In prac-
tice, one tries to minimize the influence of linear-
ity deviations as far as possible by limiting the 
weighing differences by means of appropriate 
mass standards (auxiliary weights) to max. 10 % 
of the weighing range. In order to rule out the 
influence of linear drifts (e. g. caused by temper-
ature variations), repeated comparisons of the 
test object (T) with the reference standard (R) are 
carried out at equal time intervals, whereby each 
weighing cycle consists of several (most of the 
time 3 to 6) successive weighing operations in 
the order R-T-T-R. Four successive balance read-
ings mBi each yield an averaged, drift-corrected 
weighing difference: 

 ∆m m m m m
B

B� B� B3 B4
�

= − + + − .	 (4)

For the dissemination of the unit of mass over 
several decades, several mass comparators and 
balances must be used at PTB. A characteristic 
value for mass comparators and balances is the 
standard deviation, which should not exceed 
a certain limit for repeated weighing cycles, 
depending on the required uncertainty. Table 1 
shows a selection of the balances and mass com-

parators (with their essential characteristics) as 
they are used at PTB for the realization of the 
mass scale and mass determinations with high-
est accuracy.

3.3 Mass standards

The linguistic usage often distinguishes be-
tween mass standards and weights acceptable 
for (official) verification ‒ whereby “acceptable 
for verification” is generally omitted. A mass 
standard is characterized by its mass and the un-
certainty of the mass. Its properties must be such 
that sufficient mass stability ‒ in relation to the 
uncertainty ‒ is ensured within the recalibration 
intervals. For weights acceptable for verification, 
international directives and recommendations 
as well as national prescriptions apply which 
lay down the maximum permissible errors, the 
materials, the shape, the magnetic properties, the 
surface quality, etc. [8, 11‒13]. Mass standards 
should at least fulfil the requirements which are 
placed on weights of comparable uncertainty 
with regard to the surface quality and the mag-
netic properties.

In PTB‘s mass scale, secondary standards 
with nominal values in the range of 1 mg to 
50 kg are in use. With a total of a hundred 50 kg 
standards, PTB‘s mass scale is realized up to 5 t. 

Figure 4: 

Example of the derivation of a mass scale according to a weighing 
scheme with 7 unknown standards and 10 weighing operations per 
decade
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Figure 5 gives an overview of the uncertainties 
of PTB‘s secondary standards. The indicated un-
certainties correspond to the smallest uncertain-
ties with which mass standards can be calibrated 
at PTB in accordance with PTB‘s entries in the 
BIPM‘s CMC tables [14]. The uncertainties given 
in the BIPM‘s CMC tables have been confirmed 
within the scope of international comparison 
measurements (key comparisons) and are, in 
accordance with Annex C of the Mutual Recog-
nition Arrangement (MRA) of the International 
Committee for Weights and Measures (CIPM) 
[15], mutually recognised by all participating 
institutes.

Table 1: 

Data of the balances and mass comparators used at PTB for the realization of the mass scale and for high-precision 
mass determinations (selection), (Max: maximum capacity, d: scale interval, s: standard deviation, srel: relative standard 
deviation in relation to the usable maximum capacity)

Range of nominal	        Max / d	 Weighing principle	 s	 srel

	
values	

   1 mg 	… 	     5 g	       5 g  /  0.1 µg	 Electronic comparator balance with full 	
				    electromagnetic force compensation	 0.3 µg	 6 · 10−8

    10 g	 …   100 g	   111 g  /  1 µg	 Mass comparator with automatic weight 	
				    exchange facility, 4 positions	 1.2 µg	 1.2 · 10−8

  100 g …       1 kg	       1 kg / 0.1 µg	 Vacuum mass comparators with automatic	
				    weight exchange facility, 6 or 8 positions 	
				    (prototype balances)	 0.3 µg	 3 · 10−10

    2 kg …     10 kg	     10 kg / 10 µg	 Mass comparator with automatic weight 	
				    exchange facility, 4 positions	 20 µg	 2 · 10−9

  20 kg …     50 kg	     64 kg / 0.1 mg	 Mass comparator with automatic weight 	
				    exchange facility, 4 positions	 0.4 mg	 8 · 10−9

100 kg …   200 kg	   200 kg / 20 mg	 Mechanical, equal-armed beam balance	 0.2 g	 1 · 10−6

500 kg … 5000 kg	 5000 kg / 60 mg	 Mechanical, equal-armed beam balance	
				    with automated acquisition of measured data	 0.6 g	 1.2 · 10−7

4	 Summary
Sub-multiples and multiples of the mass unit 
kilogram are derived from the national kilogram 
prototype as the so-called „mass scale“. The 
derivation is carried out according to a weigh-
ing scheme with the aid of weight sets having an 
appropriate subdivision. The weighing scheme 
is generally set up in such a way that an over-
determined system of weighing equations is 
yielded. The masses of the standards involved 
as well as their variances and covariances are 
calculated by using a least squares adjustment. 
The mass scale is derived for the nominal values 
which are needed on a regular basis and with 
particularly high requirements. At PTB, this is 
the range from 1 mg to 5 t, which is realized with 
relative uncertainties (k = 2) of 2.8 · 10–8 (for 1 kg) 
to 4 · 10–4 (for 1 mg). PTB‘s secondary standards 
form the basis for the dissemination of the unit 
of mass to the reference standards of institutions 
and authorities of legal metrology, calibration 
laboratories in industrial metrology and other 
institutions in research, industry and metrology.
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1	 Density
The (mass) density ρ of a solid is defined as the 
quotient of its mass m and its volume V: ρ = m/V. 
The unit of density is therefore kg/m3. Whereas 
the shape of a test piece is of rather subordinate 
importance for mass determinations by weigh-
ing, volume determination by means of geomet-
rical measurements works only with simple and 
nearly perfectly shaped solids (Figure 1). The 
volume of a cube, for example, can be calculated 
on the basis of its edge length a: V = a3. For the 
most accurate volume determinations, spheres 
have proved their worth whose diameter d is 
measured by means of interferometric methods: 
V = π/6 · d3.

The density of liquids and gases is defined 
analogous to the density of solids, whereby the 
density is generally determined indirectly in 
comparison to solid density standards.

Density is of great economic importance eve-
rywhere where the price of a product is related 
to the volume, but where the mass is measured 
(or vice versa). In the case of flowing liquids and 
gases, mass, for example, is determined on the 
basis of a volume measurement with the aid of 
simultaneous density measurements. Whereas 
for these purposes, a relative uncertainty of 
1 · 10‒3 to 1 · 10‒4 is sufficient, in oceanography, 
in which the ocean currents caused by density 
differences are studied, relative uncertainties 
lower than 1 · 10‒5 are required (all uncertainties 
are standard uncertainties, i. e. for k = 1). Within 
the scope of the present discussions on climate 
change, such measurements are particularly in-
teresting. Especially for model calculations, the 
exact knowledge of the water density as a func-
tion of temperature and pressure is necessary. 
Tables and formulas for the density of water 
allow the use of ultra-pure water as a density 
standard. Such water is easy to prepare and 
ensures, even without taking into consideration 
dissolved air or the exact isotopic composition, 
a low relative uncertainty of 1 · 10‒5. Similarly, 
pure mercury is used as a density standard to 

trace back the pressure measurement to the 
height measurement of a mercury column (the 
pressure p of a liquid column is p = g ρl h, where 
g is the gravitational acceleration of the Earth, ρl 

the density of the liquid and h the height of the 
liquid column).

The density of silicon is currently of con-
siderable importance for the field of metrology 
because ‒ thanks to the high perfection of single-
crystal silicon ‒ it can be expected that it will be 
possible to determine the Avogadro constant 
with a relative uncertainty clearly lower than 
1 · 10‒7. It would thus be possible to define the 
mass unit kilogram as a multiple of an atomic 
mass (see article “Redefinition of the Kilogram” 
in this volume). In the International Avogadro 
Project, the number of silicon atoms in a 1 kg sili-
con sphere is determined by measuring the vol-
ume of the sphere and the spacing between the 
atoms inside the crystal [1]. For this purpose, it is 
necessary to measure the volume with a relative 
uncertainty of 1 · 10‒8; researchers worldwide 
are presently working on achieving this goal. As 
a spin-off, the most accurate density standards 
consist of silicon single crystals today.
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Figure 1: 

Examples of primary density standards: 1 kg silicon 
sphere and Zerodur cube
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2	 Mass determination of density 
standards

The mass of density standards is traced back to 
the base unit kilogram [2]. At the national me-
trology institutes, the primary density standards 
are either connected directly to the national 
kilogram prototypes or to the primary standards 
of the mass scale derived from these. The mass 
determination is carried out as a differential 
weighing according to the substitution method, 
in which the mass standard (A) and the density 
standard (B) are compared successively on the 
same weighing pan of a high-resolution mass 
comparator. In order to suppress the influence of 
linear drifts, the comparisons are carried out in 
the form of repeated weighing cycles, whereby 
each cycle is composed of several consecutive 
weighing operations in the order A-B-B-A. For 
a mass comparison in air with the density ρa 
between a mass standard of the mass mA and the 
volume VA and a density standard of the mass 
mB and the volume VB, as well as for a weigh-
ing difference Δm´W, B–A (already corrected for air 
buoyancy), it is possible to establish the follow-
ing weighing equation [3]:

m m V V mB A a B A W,B-A= + ⋅ −( ) + ′ρ ∆ 	 (1)

The uncertainty with which the mass of a den-
sity standard can be determined thus depends 
on the uncertainty components of the mass of 
the reference weight, of the air density, of the 
volume difference between the reference weight 
and the density standard as well as of the weigh-
ing process.

The silicon spheres used as primary den-
sity standards for highest requirements at na-
tional metrology institutes (mass: 1 kg, density: 
2329 kg/m3) all exhibit, when compared with 
the kilogram prototypes of platinum-iridium 
(density 21 500 kg/m3), a volume difference of 
approx. 380 cm3 and thus a buoyancy difference 
ρa (VB‒VA) of nearly half a gram. The large vol-
ume difference leads to the fact that the uncer-
tainty contribution of the air density is the most 
significant in the uncertainty budget of the mass 
determination; therefore, it is indispensable that 
the highest requirements be placed on the deter-
mination of the density of the air.

In general, the air density is determined on 
the basis of the following parameters: pressure, 
temperature, humidity and CO2 content. The cal-
culation of the air density is carried out accord-
ing to the air density formula recommended by 
the Comité International des Poids et Mesures 
(CIPM), which is also known as the “CIPM equa-
tion” [4]. If the measurement of the air density 
parameters is carried out with the greatest effort, 
it is possible to achieve a relative uncertainty of 

the air density determination u(ρa)/ρa of approx. 
6 · 10–5 when using the CIPM equation. In this 
case, the air density determination alone causes 
an uncertainty contribution of approx. 30 µg 
(relative 3 · 10‒8) for the link-up of a 1 kg silicon 
sphere to the prototype.

An even smaller measurement uncertainty 
can be achieved by weighing two buoyancy 
artefacts. The buoyancy artefacts are designed 
in such a way that they have practically equal 
masses (m1 , m2) and surfaces, but exhibit a vol-
ume difference (V1 – V2) as large as possible. The 
difference of the masses (m1 – m**) is determined 
by a weighing under vacuum, i. e. without cor-
rection for air buoyancy, and the volume differ-
ence is determined by hydrostatic weighing (see 
section 5). When these differences are known, 
the density of the air can be calculated on the 
basis of the weighing difference of the buoyancy 
artefacts in air, (mW1 – mW2), by means of the 
equation [3]:

 
ρa

W W=
− − −

−
( ) ( )m m m m

V V
� � � �

� �	  	 (2)

With this method, it is possible to achieve relative 
uncertainties u(ρa)/ρa ≤ 3 · 10‒5 for the determina-
tion of the air density and u(m)/m ≤ 2 · 10‒8 for the 
determination of the mass of 1 kg silicon spheres 	
[5, 6] (Figure 2).

In view of the great influence of the buoyancy 
correction, it is advantageous to determine the mass 
of silicon spheres under vacuum conditions. There-
by it must, however, be taken into account that the 
reference mass and the density standard (silicon 
sphere) underlie mass alterations when subjected to 
an air-vacuum transfer which are caused by revers-
ible and irreversible sorption effects. The adsorp-
tion and desorption of water and hydrocarbons at 
the surface of the two standards depend on the ma-
terial, the roughness, the state of surface cleanliness 
and the humidity of the air. These effects can be 
estimated by weighing two sorption artefacts (same 
material and same surface properties, equal mass, 
surface areas as different as possible) in air and 

Figure 2: 

Mass determination of a 1 kg silicon sphere by using 
air buoyancy artefacts for the determination of the air 
density (left: hollow cylinder, right: bobbin).
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under vacuum. This has allowed the mass of silicon 
spheres under vacuum (i. e. without the contribu-
tion of physically sorbed water layers in the air) to 
be determined already with relative uncertainties 
u(m)/m ≤ 1 · 10‒8 [6].

3	 Determination of the volume of silicon 
spheres

For the dimensional measurement of material 
measures, interferometric methods had already 
been used at the beginning of the 20th century, 
as the non-contact measuring procedure shows 
obvious advantages ‒ compared to mechanical 
sampling, whose uncertainty contributions are 
difficult to estimate. In general, one distinguish-
es between two-beam (Michelson, Twyman-
Green) and multiple-beam (Fizeau, Fabry-Pérot) 
interferometers ‒ depending on the number of 
waves contributing to the interference. Inter-
ferometers working according to the Fizeau 
principle have the advantage of being able to 
carry out also absolute determinations of the 
form errors by exchanging the optical surfaces 
and by measuring in various positions. Interfer-
ometry has, thanks to the procedures of phase-
shift interferometry [7], gained considerably in 
importance since the total visual field can now 
be analysed with high local resolution due to the 
improved signal resolution, on the one hand, 
and electronic camera systems, on the other. For 
rectangular objects, interferometry has proven 
to be very suitable. Besides the actual measuring 
of the linear dimensions, also deviations in the 
topography of the object faces are made visible. 
As material measures for density measurements, 
however, spheres are used preferably, as the risk 
of edge damages is thus minimized and as both 
shape and volume stability are hence ensured. 

For the measurement of the volume, it is now 
necessary to measure the diameter of the sphere. 
The first non-contact diameter measurement 
goes back to the “ball interferometer” according 
to J. B. Saunders [8]. Two wedge plates are as-
sembled by means of precise spacers to form a 
Fabry-Pérot etalon. With the sphere in the etalon, 
Newton rings are formed in the laser light be-
tween the surface of the sphere and the adjacent 
Fabry-Pérot plate. The basic idea comprises two 
measurements: firstly, the plate distance D of the 
etalon is determined. Then, the sphere is placed 
between the plates and the two air gaps d1 and 
d2 between the sphere and the respective etalon 
plate are determined. The sphere diameter d 
then results from d = D – d1 – d2.

Considerations on significantly improving 
the knowledge of shape deviations of the sphere 
and its influence on the determination of the 
volume have finally led to a new concept of a 
sphere interferometer [9]. Thereby, the interfero-
metric concept is fully adapted to the measuring 
object: since it is a sphere, the etalon is made of 
two concentric spherical surfaces and an ‒ also 
concentrically adjusted ‒ spherical wave (Fig-
ure 3) is used. Thus, the interfering waves, both 
in the empty etalon and with the sphere inside, 
are always spherical waves and thus allow the 
interference to be analysed in the total field of 
view. With an aperture ratio of the sphere objec-
tives of 1:1, this corresponds to a cone with an 
angle of 60°. For the analysis of the interference, 
electronic cameras are used and the phase is 
calculated with algorithms commonly used in 
the analysis of two-dimensional interferences. 
For full coverage, the sphere must be re-oriented 
several times and is then characterized by ap-
prox. 200 000 diameters. Figure 4 shows a typical 
diameter topography.

Figure 3: 

Sphere interferometer [9]
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For the absolute diameter of a sphere, a 
series of corrections are necessary. Despite the 
low thermal expansion coefficient of silicon, a 
temperature variation of 4 mK corresponds to 
an alteration in diameter of 1 nm. In each inter-
ferometric measurement, the temperature of 
the sphere is determined by means of a special 
thermocouple measurement system. Thermocou-
ples have the advantage of not influencing the 
temperature sensor and the measured object by 
heating measurement currents and can resolve 
sub-mK temperature differences to a copper 
block that serves as a temperature reference 
point. Platinum resistance thermometers and AC 
resistance ratio bridges are used to determine the 
absolute temperature of this reference point.

In order to reduce the influence of the refrac-
tive index of air, precision measurements are 
carried out in vacuum. Here, however, the use 
of phase-shift interferometry is restricted to step-
wise changes of the wavelength. This requires 
special frequency-measuring and stabilisation 
techniques for the lasers used.

The aperture correction results from the size 
of the light source (here the exit surface of an 
optical fibre) since the light rays which start at a 
point outside the optical axis travel a longer dis-
tance. This correction is given by the dimensions 
of the light source and is therefore the same for 
all measurements.

The influences of the parameters mentioned 
lead to a relative measurement uncertainty of 
currently 3 · 10‒8 for the interferometrically meas-
ured volume.

Silicon oxidises very fast under ambient 
conditions, the surface of the silicon sphere is 
therefore covered by a layer of different silicon 
oxides. Due to the refractive indexes of the sili-
con core and of the surface layers, the incident 
light is affected by a phase shift on reflection so 
that the thickness of the surface layer is under-
estimated by the optical measurement. For the 
calculation of this optical phase shift, a layer 
model is used for which, on the basic material 
silicon, a thin transition layer of SiO and a layer 
of SiO2 are assumed. Based on layer thickness 
determinations, and with the optical proper-
ties of the materials, a correction for the optical 
measurement can be calculated. For example, 
the layer thickness generated in usual polishing 
processes is approx. 3 nm, whereas the apparent 
thickness of such a layer system reaches only 
10% of this value at a wavelength of 633 nm. 
The measurement uncertainty of the layer thick-
ness is smallest at higher thicknesses of 5 nm 
to 10 nm, so that for future measurements, the 
silicon spheres will be thermally oxidised. High 
numbers of layer thickness measurements can be 
obtained by ellipsometric measurements so that 
a silicon sphere can be characterized satisfacto-

rily over its total surface. Ellipsometry, however, 
only provides relative layer thickness values and 
must therefore be combined with absolute layer 
thickness measurements, for example, by X-ray 
reflectometry measurements (XRR).

The measurement uncertainty for the total 
volume is, at present, approx. 3 · 10‒8. For the 
Avogadro Project, however, the aim is to achieve 
a reduction down to 1 · 10‒8 (for special purposes, 
with a special sphere).

4	 Maintenance of the density unit
The most accurate density determination by 
means of mass and length measurements, i. e. 
the primary link-up to the units of mass and 
length or the realization of the density unit ‒ is 
currently achieved with a relative standard un-
certainty of approx. 4 · 10‒8. This low uncertainty 
requires a detailed definition as to which part of 
the surface one attributes exactly to the density 
standard, in particular to the silicon sphere. It is 
sensible to use a definition which rules out the 
hydrocarbon and water layers on the surface, 
since these layers are variable or reversible. The 
hydrocarbons can be nearly fully removed by 
cleaning the surface thoroughly, and the water 
film on silicon depends on the air humidity. 
Thus, only the irreversible water proportion 
which is contained in the oxide layer of the sili-
con and ‒ even in vacuum ‒ does not evaporate 
should be attributed to the density standard. 
This definition requires corrections for all meas-
urements in which variable or reversible surface 
layers play a role.

There are two different methods to check the 
primary link-up of a density standard. First, the 
density of one and the same sphere can be deter-
mined via the mass and diameter in different de-
vices. Such a comparison was carried out in 1996 
with four silicon spheres [10] and is currently 
being repeated with a new sphere. Second, it 
is possible to compare the sphere with other 
‒ primarily linked-up ‒ density standards by 
means of density-measuring methods. This has 

Figure 4:

Diameter topography of a 
precision silicon sphere
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been carried out within the scope of several key 
comparisons and bilateral comparisons. These 
international comparisons meanwhile ensure 
the consistency of all primary density standards 
with less than 1 · 10‒6.

The greatest problem for the maintenance of 
the density unit is the proof of long-term stabil-
ity of the density standards between the calibra-
tions (which are performed relatively rarely). 
Silicon single crystals offer the best pre-condi-
tions for this purpose since structural changes 
‒ as they may occur in glass-like solids ‒ can be 
ruled out due to the solid crystalline structure. 
Besides, the oxide layer of quartz glass pro-
tects the silicon from environmental influences 
and from most chemicals. Alkaline solutions, 
however, may corrode silicon and thus lead to 
a reduction in mass. Furthermore, in the case 
of improper use, material can be mechanically 
removed from the surface, e. g. due to scratches. 
Also during cleaning in the ultrasonic bath, 
material may be removed from the surface due 
to cavitation effects. Such alterations can be de-
tected by high-resolution mass comparators [2] 
by means of comparison weighings before and 
after the treatment.

Furthermore, a slowly progressing oxidation 
of the sphere‘s surface must be expected because 
the oxide layer has a thickness of only a few nm. 
This hardly leads to an alteration of the sphere‘s 
density, since the oxide layer has roughly the 
same density as silicon (oxide: 2230 kg/m3, sili-
con: 2329 kg/m3). By means of ellipsometric or 
X-ray-interferometric measurements, it would 
be possible to detect a growth of the oxide layer. 
Except for during the first days after the etching 
away of an oxide layer, no further change in the 
thickness has so far been observed.

Finally, there is also the possibility that 
substances may find their way into the interior 
of the crystal: copper atoms, for example, can 
diffuse into a silicon crystal even at room tem-
perature. The solubility of copper in silicon is, 
however, so small that a measurable alteration 
of the mass is impossible. The same is true for 
hydrogen, which can diffuse into or ‒ if the crys-
tal is supersaturated with hydrogen ‒ out of the 
crystal.

The most accurate investigations of the long-
term stability of density standards have been 
carried out by means of floatation measurements 
(see section 5). PTB‘s silicon density standards 
have been compared with each other several 
times within 12 years. Although the spheres 
had been subjected to different usages and pro-
cedures, their density changed (relative to each 
other) by less than 1 · 10‒8 per year. Absolute 
density measurements over more than 12 years 
are also available (see Figure 5) [11]. Since for-
merly, the uncertainties used to be rather large, 
however, it can only be estimated that the densi-
ty changes are smaller than 2 · 10‒8 per year. The 
situation with the mass determinations of den-
sity standards is similar: it is only within the past 
few years that the uncertainty could be reduced 
so far that good estimates of the drift can be 
made when the measurements are repeated in a 
few years. Thereby, it must also be taken into ac-
count that, strictly speaking, only the difference 
to the (unknown) drift of the international pro-
totype of the kilogram can be determined. Mass 
comparisons of approx. 40 national kilogram 
prototypes and the official copies (the so-called 
“témoins”) with the international prototype have 
shown a significant drift of approx. 50 µg in 100 
years (i. e. relative 5 · 10‒10 per year) and suggest 
that the international prototype possibly exhibits 
a mass drift compared to a fundamental constant 
such as an atomic mass.

5	 Dissemination of the density unit
Since the primary link-up is very laborious and 
only possible for almost perfectly shaped solids, 
comparison methods are used to determine the 
density of other solids, but also of liquids and gas-
es [12] (Figure 6). Most methods use Archimedes‘ 
principle, according to which a solid in a liquid 
apparently loses as much weight as the displaced 
liquid weighs. The apparent weight of a solid (as 
compared to calibrated weights) is thus measured 
by means of the hydrostatic balance. Based on 
this result, one calculates ‒ if the mass is known 
‒ the apparent weight loss or the buoyancy ρl V g 
and ‒ if the volume V of the solid is known ‒ the 
density ρl of the liquid. Vice versa, if the density 
of the liquid is known, it is possible to determine 
the volume of a solid sample. In this way it is 
possible to determine, for example, the volume 

Figure 5: 

Calibrations of the sphere Si1PTB at PTB, together with the results of the Italian  
and Japanese national metrology institutes IMGC (today: INRIM) and NRLM  
(today: NMIJ) [11].
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of other, secondary density standards, of weights 
or of artefacts for the measurement of the air den-
sity. If the sample and the standard have a very 
similar mass and volume, the highest accuracy 
is achieved if the apparent weights of the sample 
and the standard are compared both in the liquid 
and in air and only the (small) differences are 
measured. In this way, the volumes (and densi-
ties) can be compared with a relative uncertainty 
below 5 ⋅ 10‒8 [13].

Hydrostatic weighing is also used for the 
calibration of hydrometers according to the so-
called Cuckow method. Thereby, the hydrom-
eter is weighed while it is immersed ‒ up to the 
scale line to be checked ‒ into a liquid of known 
density (and surface tension) [12]. Hydrometers 
are a cheap and reliable means to determine 
density or, indirectly (if the density depend-
ence is known) the concentration of dissolved 
substances in liquids. In legal metrology, they 
are used to measure alcohol content. Nowadays, 
densimeters of the oscillation type are used more 
often to determine the density of liquids because 
they only need a very small amount of liquid, 
can be automated and can be integrated into 
industrial processes. In these devices, the fre-
quency of a vibratory arrangement is measured 
which is filled with or surrounded by the liquid. 
These devices must, however, be calibrated at 
regular intervals with liquids of known density. 
Furthermore, the measurement is influenced by 
the viscosity of the liquid because the way the 
liquid vibrates depends not only on its density 
but also on its viscosity.

In floatation procedures, the special case of 
Archimedes‘ principle is used where the weight 
is fully compensated by the buoyancy in the 
liquid. The exact adjustment of the densities can 
be realized, for example, by means of a pressure 
change in the liquid (“pressure-of-floatation”, 
Figure 7). From the difference of the pressures at 
which two samples are floating it is then possi-
ble to calculate, by means of the compressibility 
of the liquid, the density difference of the sam-
ples. Whereas in hydrostatic weighing, a wire 
is used to lead to the balance, no wire is used 
in this method, which permits a much higher 
accuracy to be achieved. In this way, silicon 
samples with relative uncertainties of 2 · 10‒8 can 
be compared. Also small samples can be meas-
ured with a very high accuracy, thanks to this 
method. This fact is exploited within the scope 
of the Avogadro Project to detect density differ-
ences in the silicon crystal and to seek crystal 
defects [14].

In the magnetic floatation method, a perma-
nent magnet which hangs on the sample and on a 
float is used to keep the sample in a state of floata-
tion. The density of water is presently being re-
determined by means of this method [15]. But it 

can also be used for comparing the density of sol-
ids. The main advantage here, again, is that there 
is no wire leading to the balance and traversing 
the surface of the liquid.

For gases, another apparatus has proved to 
be appropriate which also allows a closed meas-
uring vessel: the density standard in the measur-
ing vessel is connected to a balance through the 
wall of the vessel by means of a magnetic cou-
pling mechanism [16]. This magnetic suspension 
coupling is particularly well-suited to determine 
the equations of state of natural gases over a 
wide temperature and pressure range.

6	 Outlook
In the past hundred years, the accuracy of the 
realization of the density unit has improved by 
a factor of nearly 100: at the beginning of the 
20th century, an uncertainty of approx. 2 · 10‒6 
was achieved when it was checked whether the 
mass of the kilogram prototype was in agree-
ment with the former definition as the mass of 
1 dm3 of water at 4 °C. Today, the most accurate 
primary density standards have an uncertainty 
of approx. 4 · 10‒8, whereby an improvement to 
1 · 10‒8 is aspired to for the coming years within 
the scope of the Avogadro Project. But the devel-
opment may advance even further: in the road-
map for the kilogram in the European Metrology 
Research Programme (EMRP), it is envisaged to 
reduce the uncertainty of the Avogadro constant 
to 1 · 10‒9 by 2020, which would, if using the 
method without alterations, imply a similar un-
certainty for density.

Figure 6:

Hierarchy for the realization and dissemination of the density unit.
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The methods of measurement with which 
the density unit is maintained and disseminated 
have been correspondingly improved. Especially 
floatation methods have the potential to achieve 
measurement uncertainties below 1 · 10‒8. This 
opens up new fields of application. Thus, by 
means of pressure-of-floatation, the density of 
an oxide layer of 0.1 µm thickness on a silicon 
sphere could be determined with an uncertainty 
of less than 1 %. If, in addition, the mass and the 
surface of the layer are known, then the average 
thickness of the layer can be calculated.

All in all, density measurements will also in 
future be able to measure up to the permanently 
increasing requirements of economy and science.
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1������������� 	 Introduction

National and international trade, commercial 
transactions and industrial processes are nowa-
days inconceivable without mass determinations 
and weighing technology. Weighing technol-
ogy is thereby no longer restricted to simple 
weighings with individual instruments; today, 
intelligent, networked weighing systems con-
trol numerous manufacturing processes and 
procedures in trade and industry where weight 
‒ or “mass”, to be precise ‒ is often required as 
the leading measurand. Examples of this are 
the counting of small workpieces on the basis 
of their mass, the determination of the length of 
pressed parts on the basis of their diameter and 
mass, and the dosing of bulk material mixtures 
and liquid products by means of continuous and 
discontinuous weighing.  

Weighing instruments are classified into 
two categories: non-automatic and automatic 
weighing instruments. Whereas non-automatic 
weighing instruments require the intervention 
of an operator during the weighing operation, 
automatic weighing instruments follow a prede-
fined sequence of characteristic automatic proc-
esses. It is not always easy to draw the exact line 
between non-automatic and automatic weighing 
instruments. Today, non-automatic weighing 
instruments have very short weighing cycles and 
quasi-automatic weighing functions so that the 
intervention of an operator is limited to the very 
minimum. In case of doubt, the internationally 
convened definition according to [1] applies. 
One thing, however, is common to all weighing 
instruments: they determine the mass on the 
basis of the force effect which the product to be 
weighed exerts onto its support in the Earth‘s 
field of gravity.

Within the last thirty years, weighing tech-
nology has evolved radically ‒ following thereby 
the course of general technical progress; modern 
weighing instruments have almost nothing in 
common any more with the traditional, me-
chanical balances. Approximately since 1980, 
electronic weighing instruments, whose “core” 
is the so-called “load cell”, have almost com-
pletely replaced mechanical scales. Thanks to the 
rapidly progressing microprocessor technology, 

the existing functions of a balance have been 
considerably extended and new functions could 
be realized which, due to significantly shorter 
measuring times and due to a clearly improved 
compensation of the disturbing values, have 
led to a huge increase in functional safety and 
operator convenience with, at the same time, a 
reduction in costs. For instance, the input and 
output of weighing data via digital interfaces 
have greatly extended the scope of application 
of weighing instruments. Almost at the same 
time, modular weighing systems have estab-
lished themselves in particular in industrial 
applications in which various load receptors 
and peripheral devices can be operated with a 
single indicator. Of course, most modern weigh-
ing instruments have in the mean time become 
Internet-compatible.

Weighing instruments allow mass determi-
nations within a very broad application range 
extending from 0.1 µg to nearly 1000 t, i. e. over 
practically 16 orders of magnitude. For certain 
applications, especially in the case of weighings 
for commercial and official purposes, verified 
weighing instruments with a type approval 
or a type examination certificate ‒ e. g. issued 
by the Physikalisch-Technische Bundesanstalt 
(PTB) ‒ must be used. Hereby, non-automatic 
and automatic weighing instruments must fulfil 
the requirements of European and international 
regulations, standards, recommendations and 
directives. This ensures that “weighing instru-
ments in the area regulated by law” always work 
correctly and reliably within determined maxi-
mum permissible errors.

In the following, the most important load cell 
principles and types of non-automatic and auto-
matic weighing instruments will be introduced 
as they are used in particular in legal metrology.

2	 Load cells
The core piece of any electronic weighing instru-
ment is, as already mentioned, the load cell. 
From a physical point of view, load cells do not 
differ from force transducers [2‒4]. However, the 
areas of application, the technical requirements 
and, last but not least, also the applicable regula-
tions sometimes differ significantly from each 
other so that in weighing technology, a term of 
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its own ‒ “load cell” ‒ has become widely ac-
cepted. In weighing instruments subject to legal 
control, mostly load cells tested and certified 
according to the international recommendation 
OIML R60 [5] or WELMEC Guide 2.4 [6] are 
used. These fulfil, depending on their accuracy 
class, certain requirements for sensitivity, lin-
earity and reproducibility, for the creep and 
hysteresis behaviour, the zero point stability in 
a defined temperature range (mostly ‒ 10 °C to 
+ 40 °C), and for the humidity and ambient pres-
sure behaviour. The performance characteristics 
for load cells are defined in both OIML R60 and 
Directive VDI/VDE 2637 [7]. The testing of load 
cells according to OIML R60 is not trivial; it 
requires, besides a loading machine with a suf-
ficiently high nominal load and a sufficiently 
low relative measurement uncertainty (generally 
≤ 1 · 10‒5), an appropriate temperature chamber 
which can be mounted into the loading machine. 
Figure 1 shows such a temperature chamber 

which can be mounted into PTB‘s 2-MN force 
standard machine (K-NME) for the testing of 
load cells with a maximum capacity of up to 
200 t [8].

Most of the weighing instruments used in 
trade and industry work with strain-gauge 
load cells. The strain gauges are applied onto a 
suitably shaped metallic body designated as a 
“mechanical spring”. The weight force causes 
an elastic deformation of the mechanical spring 
which is detected by the strain gauges and con-
verted into an electrical resistance change. This, 
in turn, can easily be converted into an electric 
signal proportional to the weight force [2, 9‒11]. 
More accurate weighing instruments with rela-
tive resolutions smaller than ≤ 1 · 10‒5, however, 
mainly use the principle of electromagnetic force 
compensation. In this case, the weight force 
causes a proportional change of a coil current [2, 
11]. In the following, both principles will be de-
scribed in more detail

 proportionales, elektrisches Signal umge-
formt werden [2, 9‒11]. Genauere Waagen mit 
relativen Auflösungen kleiner 1 · 10‒5 nutzen 
dagegen meist das Prinzip der elektromag-
netischen Kraftkompensation (EMK). Hier 
bewirkt die Gewichtskraft eine proportionale 
Änderung eines Spulenstroms [2, 11]. Im Folgen-
den werden beide Prinzipien näher erläutert.

2.1	Weighing instruments with strain gauge 	
	 load cells

The fundamental set-up of a weighing instru-
ment with a strain gauge load cell is depicted in 
Figure 2 [11].

The mechanical spring of the load cell con-
sists of a parallel stay system and is called a 
“double bending beam”; it bends slightly under 
the force of the applied load. The counterforce to 
the applied load is exerted by the elastic defor-
mation of the mechanical spring (1) which con-
tains 4 thin places (= flexible bearings) to which 
4 strain gauges (2‒5) are applied. Two strain 
gauges (2, 3) are compressed (resistance lower-
ing) and two (4, 5) are stretched (resistance ris-
ing). The total, load-dependent resistance change 
is detected as a voltage signal in a Wheatstone 
bridge circuit and electronically processed. With 
digital measuring data processing, strain gauge 
weighing instruments can achieve resolutions 
of approx up to 105 scale intervals today. De-
pending on the design of the strain gauge load 
cell and the scope of application of the weigh-
ing instrument, numerous balance designs can 
be realized; further examples would, however, 
go beyond the scope of this article; reference to 
complementary bibliography is therefore pro-
vided [12‒15].

Strain gauge load cells only require a very 
small mounting volume; lever systems are usu-

Figure 1:	

Temperature chamber mounted into PTB‘s 2-MN-K-
NME (see centre of the picture, with viewing window) 
for the testing of load cells with a maximum capacity of 
up to 200 t according to OIML R60 (temperature range: 
– 20 °C to + 55 °C).

Figure 2:	

Fundamental set-up of a weighing instrument with a double bending beam 
as a strain gauge load cell and electronic evaluation unit [11] (explanations 
in the text).
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current changes. The fundamental functioning of 
a weighing instrument with an electromagnetic 
compensation load cell is shown in Figure 4 [11].

The load receptor (1) is connected to the coil 
(6) fixed to the lever via a pair of stays (2, 3) 
which are supported by two solid spring joints 
(4, 5). The weight force exerted by the mass of 
the product to be weighed is compensated by 
the electromagnetic force of the current-carrying 
coil (6) which is located in the slit of a permanent 
magnet (7). With the aid of an optical position 
detector at the end of the lever, the coil current is 
regulated in a feedback circuit in such a way that 
the lever always takes the same position, inde-
pendent of the loading. In the feedback circuit, a 
precision resistance (8) is integrated from which 
the load-proportional signal is taken, processed 
via an A/D converter (9) by a microprocessor 
(10), and finally displayed (11).

Modern laboratory scales with electromag-
netic force compensation load cells nowadays 
achieve relative measurement uncertainties of 
approx. 1 · 10‒7 in the upper loading range of ap-
prox. 100 g to 10 kg when the mass of the prod-
uct to be weighed is read out directly. So-called 

Figure 4:	

Principle of a weighing instrument with an electromagnetic compensation load cell [11] 
(explanations in the text).

Figure 3:	

Examples of typical, 
commercially available 
strain gauge load cells 
(the photos are the 
property of the manufac-
turer Hottinger Baldwin 
Messtechnik (HBM)).
a)	Double bending beam 

load cell with a metallic 
bellow for the hermetic 
enclosure.

b)	Shear beam load cell 
with moulded metallic 
covers or welded caps 
to protect the strain 
gauge from environ-
mental influences.

a)

b)

ally not required. This is of particular advantage 
for the construction of crane scales, mono-rail 
suspension weighers, large hopper weighers and 
road vehicle weighers. Strain gauge load cells 
display a long-term stability, even under condi-
tions of high humidity, if they are hermetically 
enclosed in a metallic encapsulation or otherwise 
protected. Figure 3 shows typical, commercially 
available strain gauge load cells: Figure 3a) 
shows a double bending beam load cell with a 
metallic bellow for the hermetic encapsulation, 
whereas in Figure 3b, a shear beam load cell is 
shown whose strain gauges are protected from 
environmental influences by moulded metallic 
covers or welded caps [15].

Impurities are relatively uncritical ‒ except 
for aggressive media or mechanical clampings 
of the weighing platform. The measuring range 
(range of application) of a strain gauge load cell 
used for the weighing range of a balance may, 
in general, be reduced to 30 % ‒ in some cases 
even to 15 % ‒ of the nominal load of the load 
cell, without having to reduce the given number 
of scale intervals nLC. This allows a high protec-
tion against mechanical overload to be achieved. 
Strain gauge load cells are generally constructed 
in such a way that they can be loaded with at 
least 150 % of their nominal load Emax.

The focal point of the current developments 
in the field of strain gauge load cells is the im-
provement of their metrological properties along 
with a reduction of the production costs. The 
nominal loads of commercially available strain 
gauge load cells extend from approx. 5 kg to 
approx. 500 t; if one considers exceptions, this 
range even extends from 0.2 kg to over 1000 t. 
The state-of-the-art for standard applications is 
strain gauge load cells of class C with nLC = 3000; 
if higher requirements are placed on the accu-
racy, strain gauge load cells of up to nLC = 6000 
are available. A few strain gauge load cells also 
fulfil the requirements for nLC = 7500, whereby 
the load cells comply with the maximum permis-
sible errors pursuant to OIML-R60 in the total 
temperature range from ‒ 10 °C to + 40 °C. In 
order to limit costs, strain gauge load cells made 
of alloyed aluminium or stainless steel with inte-
grated guides (platform load cells or single point 
load cells) are mainly manufactured for scales 
for direct sales to the public which can absorb 
torsion torques without any measurement devia-
tions worth mentioning, so that no further stays 
or guides are necessary within the weighing 
instrument [15]. 

2.2	Weighing instruments with electromagnetic 	
	 force compensation load cells

In weighing instruments with electromagneti-
cally force compensated load cells, changes in 
the weight force are converted into proportional 
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Electromagnetic force compensation load 
cells with extremely high resolutions can only be 
used sensibly under stable ambient conditions; 
for mass comparators, e. g., an air-conditioned 
measurement room with a temperature stability 
of at least ± 0.2 K is required and other influenc-
ing parameters besides temperature must also be 
considered such as air buoyancy, magnetic and 
electrostatic influences and convection [13, 16]. 
Special accuracy weighing instruments which 
are subject to legal control must comply with 
the metrological requirements in a temperature 
range of at least ± 2.5 K, whereas a minimum 
range of ± 7.5 K is prescribed for high accuracy 
weighing instruments [1, 17‒19].

In order to achieve relative measurement un-
certainties of ≤ 1 · 10‒5, special and high accuracy 
equipped with electromagnetic force compensa-
tion load cells must be regularly adjusted either 
with a firmly incorporated (internal) adjusting 
weight or with an external mass standard. Elec-
tromagnetic force compensation load cells are, 

Figure 5:	

View of a monolithic 
electromagnetic force 
compensation load cell 
with a bell-crank lever 
system  
(the photograph is the 
property of Sartorius AG). 

comparator balances (or mass comparators), 
with which substitution weighings ‒ i. e. mass 
comparisons of a test piece against a reference 
standard ‒ are carried out, even achieve relative 
measurement uncertainties of 1 · 10‒8 and less. 
For weighing instruments subject to legal control 
of the highest accuracy class (class I), so-called 
special accuracy weighing instruments, only 
electromagnetic force compensation load cells 
come into consideration. Also for high accuracy 
weighing instruments subject to legal control 
(class II), practically only electromagnetic force 
compensation load cells are used. There are 
many more than 100 different commercial elec-
tromagnetic force compensation load cell types 
[15] subject to legal control; the trend is going to-
wards monolithic (i. e. manufactured out of one 
solid piece) electromagnetic force compensation 
load cells, as shown in Figure 5 with the example 
of a monolithic electromagnetic force compensa-
tion load cell with a bell-crank lever system.

however, also used in industrial and commercial 
weighing instruments (class III) with maximum 
loads of up to 10 t. From maximum loads of ap-
prox. 10 kg to a maximum load of approx. 50 kg, 
direct loading is no longer possible and hybrid 
designs with lever systems must be chosen to 
limit relative measurement uncertainties to 
slightly less than 1 · 10‒4 [2, 15]. The upper limit 
of approx. 10 t is justified by the fact that, in the 
case of higher loadings, the conditions of use 
are often no longer stable enough and also that 
mass standards having the required accuracy for 
adjustment are no longer available. Electromag-
netic force compensation load cells are particu-
larly suited for being used in automatic weigh-
ing instruments with dynamic weighing, such as 
automatic checkweighers. In the range from ap-
prox. 10 g to 5 kg, especially monolithic designs 
with integrated stay and lever systems as well 
as overload springs with resolutions of up to 105 
scale intervals have proved themselves. Also for 
so-called “multi-interval weighing instruments” 
[1, 19], electromagnetic force compensation load 
cells are very well-suited.

3	 Non-automatic weighing instruments
Non-automatic weighing instruments (NAWI) 
are in most cases subject to legal control due to 
their importance in commercial transactions, 
i. e. they underlie strict legal prescriptions. For 
NAWIs, for example, the European Directive 
90/384/EEC [18] is applicable, which has been 
transposed into German national legislation via 
the Verification Ordinance [17] in combination 
with the harmonised European Standard DIN 
EN 45501 [19]. Furthermore, Recommenda-
tion R76 [1] of the International Organisation 
for Legal Metrology (OIML) and the Guides of 
the European Cooperation in Legal Metrology 
(WELMEC) are to be taken into consideration 
[6, 20]. Thus, for type examinations of NAWIs, 
not only the measurement deviations at different 
temperatures (generally  ‒ 10 °C to + 40 °C) and 
the different ambient humidity rates are deter-
mined but also, e. g., the reproducibility (repeat-
ability), the discrimination, the sensitivity, the 
creep, the error in the case of eccentric loading, 
the electromagnetic compatibility, the long-term 
stability (span stability) and the influence of 
tilting. Figure 6 shows examples of typical meas-
urement deviations and maximum permissible 
errors of a balance for trade purposes having a 
maximum capacity of Max = 15 kg at different 
temperatures. For comparison purposes, also the 
0.7-fold lower maximum permissible error for 
the respective load cell is shown.

For the type approval of NAWIs in Germany, 
PTB is the responsible authority ‒ and here in 
particular the Department “Mass” in cooperation 
with the PTB‘s certification body. A description 
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Figure 7:	

Accuracy classes I to IIII of non-automatic weighing instruments as a function of 
the verification scale interval e, the number of verfication scale intervals n and the 
maximum capacity Max. 

of all metrological tests prescribed for NAWIs 
can be found, for instance, in the OIML Recom-
mendation R76 [1].

NAWIs which are subject to legal control are 
classified ‒ depending on the so-called verifica-
tion scale interval e and the number of scale in-
tervals n ‒ into four accuracy classes: 
•	 Special accuracy 	 (class I);
•	 High accuracy 		 (class II);
•	 Medium accuracy	 (class III);
•	 Ordinary accuracy	 (class IIII).

The verification scale interval e is a reference 
value in a unit of mass which is characteristic for 
the maximum permissible error of the weighing 
instrument. In the case of medium accuracy and 
ordinary accuracy scales, e is equal to the digital 
scale interval d; in the case of special accuracy 
and high accuracy balances, d ≤ e. 

Figure 7 shows the accuracy classes I to IIII 
for non-automatic weighing instruments as a 
function of the verification scale interval e, the 
number of verfication scale intervals n and the 
maximum capacity Max.

Balances of special and high accuracy bal-
ances are often classified under the generic term 
of “laboratory balances” and, depending on their 
readability and their maximum capacity, des-
ignated as ultra-micro, micro, semi-micro and 
macro balances. Table 1 shows the classification 
of laboratory balances.

Table 1: Classification of laboratory balance

Designation	 Scale interval d	 Maximum capacity 	
			   Max

Ultra-micro balance	 0.1 µg			        ≤ 5 g

Mikrobalance	 1 µg			    1 g ... 25 g

Half-micro balance =
semi-micro balance	 10 µg			  30 g ... 200 g

Macro balance =	
analytical balance	 0.1 mg			  50 g ... 500 g

Precision balance	 ≥ 1 mg		       ≥ 100 g

Figure 6:	

Examples of typical measurement deviations and maximum permissible errors of a 
balance for trade purposes having a maximum capacity of Max = 15 kg at different 
temperatures. 
For comparison purposes, also the 0.7-fold lower maximum permissible error of the 
respective load cell is shown (dashed); e = verification scale interval [1, 19]. Figure 8 shows a selection of commercially 

available laboratory balances with maximum 
capacities between 50 g and 8 kg.
	 NAWIs comprise an exceptionally wide 
range of types and scopes of application. Here 
are a few examples (in brackets, the correspond-
ing accuracy class(es) and typical maximum 
capacities):
•	 Laboratory balances (I and II  / 2 g to 2 kg);
•	 Scales for direct sales to the public and price-

labelling instruments (III  / 6 kg to 15 kg);
•	 Platform scales for trade and industry (main-

ly III, partially II  / 1 kg to 3 t);
•	 Hopper weighers (III  / 100 kg to 300 t);
•	 Weighing instruments for hanging loads, e. g. 

crane and mono-rail suspension weighers 
(III  / 0.1 kg to 400 t);

•	 Weighing instruments for the determination 
of fares, e. g. letter scales and luggage weigh-
ers (III  / 1 kg to 100 kg);

•	 Person scales for medical applications, e. g. 
bed, chair and baby scales (III  / 10 kg to 
200 kg);

•	 Weighing instruments for road and rail vehi-
cles (III  / 20 t to 100 t);

•	 Mobile weighing instruments, e. g. in pallet 
and fork lifters (III  / 500 kg to 25 t);

•	 Building material weighing instruments and 
ordinary-accuracy scales for the weighing of 
waste (IIII / 0.3 t to 30 t);

•	 Axle load weighers (wheel load weighers) 
(IIII  / 0.3 t to 20 t).
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An overground version of a road vehicle weigh-
er for the weighing of trucks of up to 100 t is 
shown in Figure 9.

Figure 8:	

Selection of commer-
cially available laboratory 
balances with maximum 
capacities between 50 g 
and 8 kg (the photograph 
is the property of Sarto-
rius AG). 

Figure 9:  

Overground version of a road vehicle weigher for the 
weighing of trucks of up to 100 t (the photograph is the 
property of Schenck Process).

4	 Automatic weighing instruments
Also automatic weighing instruments (AWIs) 
are generally subject to legal verification in 
Germany ‒ as in most EU countries. For AWIs, 
the European Measuring Instruments Directive 
2004/22/EC (the so-called “MID”) [21] has been 
valid since 2006; in Germany, it has been trans-
posed into national law through the Verification 
Ordinance. Furthermore, there are several OIML 
metrological recommendations for AWIs [22‒27] 
as so-called „normative documents“ according 
to the MID, and certain WELMEC guides have 
to be observed [28‒31] in the same way as in the 
case of NAWIs. Besides the requirements for 
static operation, most AWIs must, in addition, 
fulfil the requirements for dynamic weighing op-
eration. For example, modern automatic check-
weighers subject to legal control (maximum 
capacities ≤ 100 kg) achieve relative measure-
ment uncertainties of approx. 1 · 10‒3 in the case 
of dynamic weighing operations involving up to 
100 packages per minute.

Also for AWIs, a multitude of designs and 
measuring principles exist, such as belt weigh-
ers (CT), automatic weighing instruments which 

determine the mass of pre-assembled discrete 
loads (ACI), automatic checkweighers (CW), 
automatic rail-weighbridges (RW), automatic 
road vehicle weighers (ARV) for weighing 
whilst in motion, automatic gravimetric filling 
instruments (AGFI), as well as totalizing hopper 
weighers (DT). As regards the market value of 
the weighed products, CT, DT, CW and AGFI 
are the balances with the largest significance for 
the economy and will therefore be introduced 
briefly in the following. For the other variants, 
please refer to the bibliography [12, 32].

4.1	Belt weighers (CT)

CTs ‒ also called “continuous totalizing au-
tomatic weighing instruments” ‒ are AWIs 
dedicated to the continuous weighing of bulk 
products (mass products) on a conveyor belt 
without a systematic subdivision of the mass 
and without interruption of the movement of the 
conveyor belt. Continuous, totalizing weighing 
implies a continuous measurement of the load q 
applied to the conveyor belt (e. g. in kg/m) and of 
the belt speed v (e. g. in m/s). The multiplication 
of q times v yields the mass flow (e. g. in kg/s), 
whose time-dependent integration yields the 
mass m to be determined (e. g. in kg). Figure 10 
depicts a belt weigher.       

CTs are used especially for the bulk-to-bulk 
weighing of coal, ore and other raw materials 
in heavy industry, e. g. in harbours and under-
ground mines as well as in opencast mining. With 
belt weighers subject to legal control, mass flows 
of up to approx. 20 000 t/h and belt speeds of up 
to 5 m/s can be measured with relative uncertain-
ties of 0.5 % to 1 %. 

4.2	Totalisierende Behälterwaagen (SWT)

Totalizing hopper weighers - also called „discon-
tinuous totalizing automatic weighing instru-
ments“ ‒ are AWIs which weigh bulk products 
(mass products) successively by dividing them 
into discrete loads, whereby the mass of each 
discrete load is determined in sequence and 
summed. Each discrete load is then returned to 
the bulk. DTs are used when a higher accuracy 
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Figure 10: 

View of a belt weigher (the photograph is the property 
of Schenck Process).

than the one achieved with belt weighers is 
required. A typical application is the determina-
tion of the mass of valuable bulk products such 
as cereals being unloaded from.

4.3	Automatic checkweighers (CW)

Automatic checkweighers are ACIs which check 
certain items ‒ generally prepackages of the 
same nominal quantity ‒ to find out whether the 
actual weight of a package is in compliance with 
the declared mass (the nominal quantity) within 
the admissible tolerance. Packages which lie out-
side the admissible tolerance are automatically 
sorted out. Static as well as dynamic weighing 
operations can be carried out. Automatic check-
weighers are generally equipped with additional 
statistical functions such as the calculation of 
average values and standard deviations for the 
surveillance and control of filling processes.

Automatic checkweighers are of great im-
portance for the production of finished products 
such as food, spray cans and tablets. Figure 11 
shows a commercially available automatic 
checkweigher.

The most essential components are the feed-
ing conveyor belt, the belt for the separation 
(singling) of the items, the conveyor belt for the 
weighing operation, the discharge conveyor belt 
and the sorting device by means of which pack-
ages lying outside the tolerance range are sorted 
out. CWs usually have maximum capacities of 
less than 100 kg and achieve weighing rates of 
more than 400 packages per minute. Depending 
on, e. g., the speed of the belt, the mechanical set-
up, the load cells used and the shape and content 
of the packages, it is possible to achieve relative 
uncertainties of 0.1 % and less. 

 4.4	 Automatic Gravimetric Filling Instruments 	
	 (AGFI)

Automatic gravimetric filling instruments ‒ also 
called “filling weighers” ‒ are AWIs with which 
certain pre-determined quantities of a bulk prod-
uct (mass material) are filled from a supply quan-
tity into containers or packages. Contrary to ACIs, 
in the case of AGFIs, the filling process (weigh-
ing) is the main part of the procedure, i. e. the aim 
is to achieve exactly the pre-determined nominal 
quantity which is often already printed on the 
package. Therefore, besides one or several weigh-
ing units, also the automatic feeding or dosing 
units and the required adjustment, control and 
discharge devices are essential parts of AGFIs.

AGFIs play an essential role not only in the 
food industry but also in the non-food industry, 
i. e. everywhere where bulk products or liquids 
are filled from containers, tanks, silos or mixing 
units into packages, sacks, cans or crates of a pre-
determined nominal mass. There are numerous 
products which are filled into prepackages by 
automatic gravimetric filling instruments, for 
example food, cereals, milk powder, animal feed, 
liquids, agricultural products, chemical or phar-
maceutical products, and construction material. 
Figure 12 shows a modern AGFI with a high-
speed packaging line and a rotating carousel.

Automatic gravimetric filling instruments 
generally have maximum capacities between 
1 kg and 50 kg; there are, however, also weighing 
and sack-filling machines for large sacks with a 
capacity of 200 kg and more. AGFIs allow relative 
uncertainties of 1 % to be achieved ‒ depending 
on the filling quantity and the product, these can 
lie clearly below 1 %.

Figure 11:

View of a commercially 
available automatic 
checkweigher with  
conveyor belt for dyna-
mic weighing  
(the photograph is the 
property of Sartorius AG).
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New developments in the area of automatic 
weighing are mostly taking place in the field of 
mobile weighing and weighing whilst in motion. 
Furthermore, clear trends towards the integration 
of non-automatic weighing instruments into auto-
matic industrial processes can be observed. 

5	 International harmonisation
Due to their significance in trade and interna-
tional business transactions, it is not surprising 
that weighing instruments are the category of 
measuring instruments being best harmonised 
worldwide. Harmonisation in the field of me-
trology ‒ also and particularly in legal metrolo-
gy ‒ basically implies the two following aspects:
•	 Adaptation of national requirements for 

measuring instruments to regional or in-
ternational regulations and recommenda-
tions, e.g. European directives or OIML 
recommendations;

•	 Application of internationally uniform testing 
procedures and test reports.

Either way, it is the objective of harmonisation 
to save time and money by avoiding redundant 
testing and reducing technical barriers to trade 
whilst keeping the level of metrological tests 
constantly high.

At the European level, this development 
is considerably advanced by EU directives ac-
cording to the so-called “New Approach” and 
“Global Approach”. The Weighing Instruments 
Directive 90/384/EEC [18] for non-automatic 
weighing instruments is such an EU direc-
tive which was implemented as early as in 
1993, when the single European market was 
introduced. Since then, there have only been 
European type approvals for NAWIs. NAWI 
manufacturers can freely choose the European 
“notified body” where they want to submit their 
application for such an European type approval.

Since October 30, 2006, this has also been 
valid for AWIs. Since then, the European Meas-
uring Instruments Directive 2004/22/EC [21] 
(which is just called “MID” in expert circles) has 
been used, which applies the regulations of the 
“New Approach” and of the “Global Approach” 
to nine other categories of measuring instru-
ments besides AWIs.

In order to avoid competitive distortions 
amongst the “notified bodies” and to ensure 
an, as far as possible, harmonised implementa-
tion of the MID, the European Legal Metrol-
ogy Cooperation (WELMEC) was founded in 
1990 to represent European cooperation in the 
field of legal metrology. WELMEC permits a 
permanent, regular exchange on certain issues 
concerning measuring instruments, but also on 
issues which go beyond that, such as, e. g., the 
execution of software tests. To deal with this is-
sue in particular and just in time to accompany 
the release of the MID, WELMEC Guide 7.2 
was published [31]; it deals with all the main 
requirements for the software examinations of 
MID measuring devices, hence also of AWIs. 
For NAWIs, the special software guide 2.3 is still 
valid [29].

Also at an international level, the harmonisa-
tion of the provisions and testing procedures 
for NAWIs and AWIs has been considerably 
brought forward thanks to the work done by 
the OIML Working Groups TC9/SC1 and TC9/
SC2 in the last few years. The worldwide most 
important OIML Recommendation R76 for 
NAWIs, which was already published in 1992, 
has now been revised and adapted to the cur-
rent state-of-the-art technology; since the end of 
2007, it has been available on OIML‘s website 
and can be downloaded free of charge. Also for 
all types of AWIs, the highest possible metro-
logical standard has meanwhile been defined by 
means of six different OIML recommendations 
for applications in the field of legal metrology 
[22‒27].

With regard to the mutual recognition of test 
results and test reports on the basis of the OIML 
recommendations, especially for NAWI weigh-
ing instruments, bilateral cooperation agree-
ments could be concluded and implemented 
between PTB and certain certification bodies 
in Japan, China and Russia since 1999. Thus, 
the extended agreement with Japan signed on 
June 5, 2007 includes considerably higher maxi-
mum capacities than previously (Max = 5 t). Fur-
thermore, load cells pursuant to the OIML R60 
recommendation are now included, provided 
they comply with the specifications of the accu-
racy classes C and D, have maximum capacities 
up to 20 t, the number of verification scale inter-
vals is max. 6000, and they have passed one of 
the humidity tests according to SH or CH.

Figure 12:

Modern AGFI with a 
high-speed packaging 
line and a rotating carou-
sel (the photograph is 
the property of Chronos 
Richardson).
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6	 Summary and outlook

The future of mass determination and weigh-
ing technology in legal metrology will surely be 
characterized by new technologies, especially in 
the field of software and information technology. 
In this context, the potential introduction of dig-
ital signatures and cryptographic methods for 
the verifiable transmission of weighing results 
via the Internet is one of the most typical exam-
ples. An important challenge in the field of me-
trology is the development of new sensors (load 
cells) for weighing technology, to be able to meet 
future requirements. In the “Mass” Department, 
research activities are already taking place with-
in the scope of industrial cooperations in order 
to, e. g., investigate the suitability of novel silicon 
(Si) load cells for utilisation in verifiable weigh-
ing instruments. The prototype of such a load 
cell developed at PTB with a maximum nominal 
load of 6 kg is depicted in Figure 13.

In terms of metrological behaviour, the first 
results confirm the clearly superior material 
properties of Si as compared to steel or alumini-
um [33].

Within the scope of international coopera-
tion, it can be expected that PTB‘s bilateral agree-
ments with some non-European partner insti-
tutes will be replaced in the medium term by 
the new OIML Mutual Acceptance Arrangement 
(MAA) [34]. 
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and the upper measuring range up to 16.5 MN 
with force standard machines with hydraulic 
transmission [1, 2]. 

The smallest relative measurement uncertain-
ties are 0.002% for calibrations with deadweight 
and 0.01% for calibrations with hydraulic trans-
mission. These indications correspond to the PTB 
entries in the CMC (Calibration and Measurement 
Capabilities) which are published on the BIPM‘s 
(International Bureau of Weights and Measures) 
website www.bipm.org.

At the Deutscher Kalibrierdienst (DKD), cur-
rently 18 calibration laboratories for the measur-
and “force” and 29 calibration laboratories for the 
calibration of “material testing machines” are ac-
credited and traced back to the national standard 
via calibrated force measuring devices (transfer 
force transducers). An overview of the calibration 
laboratories which have been accredited by the 
DKD and of numerous publications such as, e. g., 
the DKD Guidelines DKD-R3-3 and DKD-R3-9 is 
available at the website of the Deutscher Kalibri-
erdienst: www.dkd.eu [3, 4].

Force Measurement from Mega- to Nanonewton

Rolf Kumme1, Jens Illemann2, Vladimir Nesterov3, Uwe Brand4

Figure 1:

Industrial applications of force measurement in the range from 1 N to 100 MN

1	 Introduction

In numerous applications in research and indus-
try, forces must be measured which are traced 
back to the national standards at PTB. In this 
article, the measurement of static forces will be 
dealt with, whereas dynamic forces will be the 
subject of the article “Dynamic Calibration of Force 
Transducers”, which is also to be found in this 
publication. Whilst in the past, traceability was 
especially required for forces larger than 1 new-
ton, the need for traceability of smaller forces, in 
the milli-, micro- and nanonewton range, is con-
stantly increasing today.

This article first gives a survey of the classic 
fields of application of force measurement and of 
the principles of PTB‘s force standard machines 
which cover the measuring range from 1 N to 
16.5 MN.

In order to meet the demand for smaller 
forces in the nN range, new measuring facilities 
have been developed and/or are presently being 
developed. These will be described in the fol-
lowing, in a section about the mN range and in 
a section about the nN range. In these sections, 
also the application possibilities for these small 
forces will be explained. 

2	 Force measurement from 1 N to 16.5 MN 
The classic applications of force measurement 
extend from 1 N to 100 MN and are covered from 
1 N to 16.5 MN for tension and compression 
forces by PTB‘s force scale (see Figure 1). Material 
testing and safety engineering require measure-
ments of forces over the complete range. In the 
aerospace industry, off-shore industry and in 
opencast mining, applications in the MN range 
dominate. In the medium force range from 1 kN 
to 1 MN, applications are found in the automotive 
industry, in materials handling and in aviation, 
whereas in the textile industry and in automation 
and medical engineering, forces in the lower force 
range of up to a few kN are measured.

PTB‘s force scale covers the range from 1 N to 
2 MN with deadweight force standard machines 
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For the dissemination of the force scale, 
force measuring devices are calibrated and in-
spected in such facilities according to different 
procedures and standards such as, e. g., ISO 376 
at different force steps, and their properties are 
determined [5, 6]. The force sensors are usually 
mechanical elastic bodies which deform under 
the action of a force. Most of the time, this defor-
mation is measured electrically, e. g., according 
to the metrological principle of strain gauges. 
There are, however, other principles (e. g. pi-
ezo-electric force transducers) which generate a 
charge proportional to the force. For the preci-
sion measurement of static forces, e. g. within 
the scope of international comparison measure-
ments, especially strain gauge force transducers 
(Figure 2) have established themselves, whereas 
dynamic measurements often require the use of 
piezo-electric force transducers [7, 8].

As an example of a facility with deadweights, 
the 2 MN force standard machine shown in Fig-
ure 3 will be described in the following [11, 12]. 

Figure 4 shows a scheme of the set-up of this 
facility which extends over several levels and 
has a total height of approx. 18 m. The weight 
forces generated by the deadweights (13, 15, 
16, 17, 18) are applied onto the force measuring 
device to be calibrated via a loading suspen-
sion gear (10) and a loading frame (3). The force 
measuring device to be calibrated is mounted 
between the loading frame (3) and the adjustable 
transverse traverse (4) of the loading suspension 
gear in the compression mounting space or in 
the tension mounting space (2 or 5, respectively).

Figure 2: 

The 1 MN force transducers used for the 1 MN key 
comparison.

2.1.	 Force standard machine with deadweight

In the case of force standard machines with 
deadweight, the force transducers are loaded 
with defined weight forces. Thereby, gravity 
in the gravitational field of the Earth acts on 
the deadweights and generates a vertical force 
which is given by:

	
F m g= ⋅ ⋅ −loc

L

m
( )1 ρ

ρ

Hereby; 	
m 	 is the mass of the deadweights;
gloc is the local gravitational acceleration at the 	
	 place of installation of the deadweights;
ρm 	is the density of the deadweights used, and  
ρL 	 is the density of the air.

Traceability is thus given by the mass of the 
deadweights and the local gravitational accelera-
tion, taking into account the correction for air 
buoyancy [1, 2, 9, 10].

Figure 3: 

The 2 MN force standard machine, which extends over 
3 levels



Special Issue / PTB-Mitteilungen 118 (2008), No. 2 and No. 3 •35

The variable loading of the suspension frame 
(14) with individual weights from the five mass 
stacks of the 2 MN force standard machine al-
lows the realization of individual force steps 
from 50 kN to 2 MN in steps of 10 kN. Thereby, 
the loading frame (3) is the first force step of 
50 kN since, in the case of its utilisation as na-
tional standard, the taring device (9) of the 2 MN 
force standard machine is not used in order to 
keep the measurement uncertainties as low as 
possible.

Each of the 50 individual deadweights (13, 
15, 16, 17, 18) is borne by three hydraulic cylin-
ders each, which are mounted to the displacing 
device for the loading suspension gear (12) or 
coupled to the load suspension gear (14). An 
optimal centring and a vibration-proof coupling 
of the individual deadweights is ensured by the 
exact synchronisation of the respective three hy-
draulic cylinders.

Air bearings (19) are located at the end of 
two of the three tension bars of the suspension 
frame (14) for the frictionless prevention of 
transversal vibrations of the suspension frame 
loaded with the weights.

The 2 MN force standard machine is control-
led via a pre-programmed control system (SPS) 
by a PC placed on the working platform. The 
machine is thereby designed for an automatic 
calibrating operation according to ISO 376.

This facility ensures traceability not only for 
the DKD but also for other national institutes, 
e. g. within the scope of EURAMET (www.
EURAMET.org). Furthermore, this facility is 
used by PTB as a pilot laboratory for 500 kN and 
1 MN in worldwide CIPM key comparisons and 
up to 2 MN for EURAMET key comparisons.

Figure 5 shows the relative deviation of the 
force transducer signal from the overall mean 
value measured at 500 kN and 1 MN with a 
1 MN precision force transducer as a function 
of the mounting position of the force transducer 
in the 2 MN force standard machine over two 
full rotations of 360° each. This measurement 
shows that smallest possible rotation effects of 
< 0.001 % can be achieved by means of construc-
tive measures even with large force standard 
machines. This was also proven by special in-
vestigations by means of multi-component force 
transducers [13].

Figure 4: 

Principle of the 2 MN force standard machine: 
1	 three-string supporting frame,  
2 	 mounting space for compression transducers,  
3 	 loading frame (50 kN),  
4	 adjustable transverse traverse of the loading suspension gear,  
5 	 mounting space for tension force transducers,  
6 	 control desk, 
7 	 working platform,  
8 	 suspension gear support for assembly work,  
9 	 compensation lever, 
10 	 loading suspension gear,  
11 	 displacing point and centring of the suspension,  
12 	 displacing support frame for the load masses,  
13 	 stack 5: 10 ∙ 100 kN,  
14 	 suspension frame,  
15 	 stack 4: 10 ∙ 50 kN, 
16 	 stack 3: 10 ∙ 20 kN,  
17 	 stack 2: 10 ∙ 20 kN,  
18 	 stack 1: 10 ∙ 10 kN,  
19 	 air bearing
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Figure 5:

Rotation effect: Relative 
deviation of the force 
transducer signal from 
the overall mean value 
as a function of the 
mounting position of the 
transducer (in degrees) 
over two full revolutions 
for the 500 kN and the 1 
MN force step.

Figure 6: 

Principle of the force standard machine with hydraulic 
transmission
Fg is the weight force generated by the deadweights of 
mass m. F1 is the force generated by the piston/cylin-
der system generated on the measurement side with 
the effective area A1 which is equilibrated with Fg. F2 
is the force generated by the piston/cylinder system at 
the operating side with the effective area A2, which acts 
on the force transducer to be calibrated.

Figure 7: 

16.5 MN force standard machine with hydraulic trans-
mission

2.2	 Force standard machine with  
	 hydraulic transmission

In the case of force standard machines with hy-
draulic transmission, a defined weight force acts 
on a piston/cylinder system in which a constant 
oil pressure p builds up. By coupling this system 
with a second piston/cylinder system having a 
larger sectional area (pressure balance), a trans-
mission of force by a factor Q = A2/A1 is achieved, 
where A1 and A2 are the effective areas of the two 
piston/cylinder systems [1, 2] (see Figure 6).

Thus, the force acting on the force transducer 
is given by:

F Q m g= ⋅ ⋅ ⋅ −loc
L

m
( )1 ρ

ρ

The 16.5 MN force standard machine works ac-
cording to the principle of hydraulic transmission 
(Figure 7) [14‒16]. Thereby, the weight forces of 
the deadweights first act onto a piston/cylinder 
system at the measurement side of the facility, so 
that a force equilibrium is created between the 
weight force of the deadweights and the hydrauli-
cally generated force. The oil pressure required 
for this force equilibrium in this facility acts 

simultaneously on four piston/cylinder systems 
which are arranged in parallel to each other on 
the operating side. Due to the ratio of the areas 
of the piston/cylinder systems on the operating 
side and on the measurement side, at equal pres-
sure, the forces are transmitted hydraulically by a 
factor of approx. 1000 according to the geometric 
dimensions of the piston/cylinder systems of the 
facility. By combining the 8 deadweights on the 
measurement side differently, it is possible to 
generate 165 force steps from 100 kN to 16.5 MN 
in steps of 100 kN on the operating side. In Fig-
ure 7, the piston/cylinder systems on the operat-
ing side are shown on the top right; the mounting 
space for pressure force transducers is located 
in the central part of the facility and the mount-
ing space for tension force transducers is located 
in the bottom part. The deadweights with the 
hydraulic cylinder on the measurement side are 
located above the concrete column in the top left 
part of the Figure.

g

1 2

1
2
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2.3	Force standard machines working  
	 according to other principles

Besides force standard machines with dead-
weights and with hydraulic transmission, the 
following other procedures are used at DKD 
calibration laboratories and national metrology 
institutes:
• 	 force-measuring facilities with lever 

transmission;
•	 force-measuring facilities with reference 

transducers;
•	 force-measuring facility according to the 

build-up procedure.
	
In the case of force-measuring facilities with 
lever transmission, similar to the principle of 
hydraulic transmission, the force generated by 
direct mass effect is transmitted mechanically via 
a lever system [17].

In the case of force-measuring facilities op-
erated with reference transducers, a calibrated 
force transducer which is mounted in the load-
ing machine serves as a reference [18]. This rep-
resents a cheaper alternative which is used by 
numerous calibration laboratories in industry, 
but also by national metrology institutes, espe-
cially in the upper force range.

By means of the parallel coupling of several 
force transducers, the measuring force can be ex-
tended to even larger forces [19,20]. In this way 
it is, e. g., possible for a DKD laboratory to trace 
back forces of up to 32 MN [21].

For further information concerning the calcu-
lation of the transfer measurement uncertainty of 
force measuring devices, please refer to [22].

3	 Force measurement in the mN range
Due to the progress achieved in microsystem 
technology and materials science, e. g., medical 
technology and hardness measurement, there is 
an increasing need for traceable measurements 
in the mN range. In order to extend the measur-
ing range offered at PTB, a conceptionally new 
force standard machine was set up within the 
scope of a research work (Figure 8) [23].

A commercially available electromagnetically 
compensated balance is traced back to the SI by 
means of a calibration weight and of the known 
local acceleration [23, 24]. The scale of the elec-
tromagnetically compensated balance has been 
proven to be perfectly linear. The calibration is 
realized by direct comparison of the reaction 
force of a transfer force transducer on the bot-
tom side of the electromagnetically compensated 
balance. For this purpose, a piezo-actuator is 
fixed in a defined direction to the bottom side‘s 
connector; by spreading, the piezo-actuator 
generates the needed force couple continuously. 
Any force can be realized by regulating the force 

couple according to the signal of the electromag-
netically compensated balance.

A precise analysis of the contributions to 
the measurement uncertainty for calibrations of 
force transducers under conditions of ISO 376 
[5] was carried out on the basis of comprehen-
sive experimental investigations [23] (Figure 9). 
When using the full measuring range of the elec-
tromagnetically compensated balance ‒ a force 
of 2 N ‒ the characteristic value of a sufficiently 
stable transducer can be determined with a rela-
tive uncertainty of �� �� ��6 ∙ 10‒6 (95 % coverage) and 
still with ���� �� ��2,5 ∙ 10‒�5 when using a partial range 
of 10 mN (1 mN load steps). The uncertainty 
for small partial ranges is mainly due to the 
unknown zero drift of the electromagnetically 
compensated balance over the duration of a cali-
bration cycle (approx. 15 minutes).

Repeated measurements over a duration of 
2 weeks were carried out (Figure 10). The axial 
directions of the facility were thereby partly 
newly adjusted and the force transducer was 
mounted in and out. The transducer temperature 
lay in an interval of 0.4 °C. As a matter of fact, 
the standard deviation of the measured values 
within 10 days is worse than the uncertainty of 
the measurement by a factor of 3. This is not nec-
essarily a contradiction, since not all influence 
quantities having an effect on the transducer and 
its intrinsic stability are a priori known. In the 
course of further measurements over half a year, 
a continuous decrease of the characteristic value 
by 0.02 % was observed.

A very important parameter for the quality 
of the measurement are the mechanical coupling 
conditions. Since, in the case of this facility, for 

Figure 8: 

Set-up and concept of the new standard measuring device for small forces. The 
system uses an electromagnetically compensated balance as a linear scale. Force is 
generated by a piezo-actuator which is firmly fixed to its underfloor connection.
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the introduction of force, constraints are given, 
the shearing forces and moments must impera-
tively be decoupled from the transducer by 
means of a low-friction bearing. To be able to 
investigate the influence of the axial directions, 
precise goniometers and sliding tables have been 
provided for this facility.

4	 Force measurement in the nN range
Forces in the nano- and piconewton range have 
already been used for several years in scanning 
force microscopy for the high-resolution measure-
ment of surfaces. The increasing industrial use of 
plastic microparts which get scratched when they 
are measured by means of contact measurements 
where the measuring force is too high, has led 
to new challenges for quality assurance for both 
scanning force microscopes (SFMs) and usual 
contact stylus instruments. For the specification 

Figure 9: 

Force steps and combined measurement uncertainty with 95 % coverage. The seven relevant contributions 
(red) and the combined measurement uncertainty (black) for a typical measurement cycle of a calibration 
according to ISO 376 are plotted. For a small measuring range of 10 mN, the zero drift of the balance do-
minates in the uncertainty budget. Uncertainty shares: uTW traceability of the weight force; uLE sensitivity to 
shearing forces; uAS asynchrony of data acquisition; uVC influence of the piezo voltage on the balance signal; 
uZD zero drift; uTD time-dependence of the balance sensitivity; uLB linearity of the balance.

Figure 10: 

Top: Calibration of a transducer according 
to ISO 376 over the full measuring range 

of 2 N and in a partial range of 10 mN. The 
characteristic value is yielded as the mean 

value of the three mounting positions at 
full load. Bottom right: Repeatability of the 

characteristic value over two weeks (meas-
uring range: 2 N). After six months (top), it 

is smaller by 0.02 %. Bottom left: Measure-
ment of the step response function. From 

this, the apparent hysteresis and residuum 
during the calibration can be predicted�.

of admissible contact forces as a function of the 
selected stylus tip radius and the material to be 
measured, guidelines are required.

Furthermore, the measurement of nanoforces 
is important for nanomechanical investigations of 
the elastic properties, e. g., of single cells, but also 
for characterizing MEMS (micro-electro-mechani-
cal systems) and NEMS (nano electro-mechanical 
systems) which have increasingly found their 
way into everyday products (mobile phones, MP3 
players, PCs, cars).

A new field of application for scanning force 
microscopes has resulted from the development 
of automated force spectroscopy devices for 
molecular analysis. These devices can determine 
where active ingredients of medicaments bind to 
the target molecule and how strong the bond is. It 
is thus possible to measure forces in the piconew-
ton range.
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All these measuring procedures are based on 
the use of soft bending test beams (cantilevers) 
with integrated stylus tip. The force to be deter-
mined acting on the stylus tip leads to a deflection 
of the cantilever. From this deflection and from 
the normal spring constant of the cantilever, the 
acting contact force can be calculated. The rela-
tive uncertainty of the contact force measured in 
this way depends on the uncertainty with which 
the spring constant of the cantilever can be deter-
mined. With the frequently used method which 
consists in analysing the thermal noise of the can-
tilever, the measurement uncertainty of the spring 
constant which can be achieved is 15 % to 20 %. 
This value and therefore also the achievable force 
measurement uncertainty could be significantly 
reduced only by using accurately calibrated nano-
force transfer standards.

For the contact force calibration of contact 
stylus instruments, PTB, in collaboration with the 
Technical University of Chemnitz, has developed 
force transfer standards made of silicon [25] (see 
Figure 11) which are now commercially available 
(force standard of type FS-C by SiMetricS GmbH, 
Chemnitz).

Furthermore, contact-force sensors on the ba-
sis of piezo-resistive Si cantilevers have been de-
veloped and investigated [26]. Similar to the use 
of depth-setting standards, profile measurements 
are carried out on the cantilevers, which permits 
computation of the contact force on the basis of 
the measured deflection and of the spring con-
stant of the beam. The standards cover the force 
range from 1 N to 1 µN. The use of the piezo-re-
sistive force sensors is simpler since they supply 
a force-proportional output voltage and therefore 
allow force measurements on sensors having no 
deflection measurement possibility of their own.

The spring constant of transfer standards is 
calibrated by means of a micro-force measuring 
device [27] (see Figure 12) which is composed of 
a precision-displacement device (PIFOC objec-
tive nano-focusing system (Physik Instrumente 
(PI) GmbH & Co. KG, 76228 Karlsruhe) and of a 
compensation balance (Type SC2, Sartorius AG, 
Göttingen) with a resolution of 1 nN. In the meas-
uring range from 20 mN to 1 nN, reproducibilities 
of 2.5 nN, linearity deviations of 9 nN and meas-
urement uncertainties of 20 nN are achieved at a 
force of 1 µN [28].

The uncertainty of the measured spring con-
stant which can be achieved is limited by the un-
certainty of the weight force measurement of the 
compensation balance.

The normal spring constant of AFM canti-
levers (AFM cantilevers: ThermoMicroscopes: 
MLCT-EXMT-BF, Explorer-mounted, gold-
coated, unsharpened) was measured in the force 
range of a few nN to 1 µN. The measured spring 
constants deviated by more than a factor of 2 from 

the stiffness calculated on the basis of geometric 
and physical measurands [29]. This example illus-
trates the importance of calibration.

For the measurement of even smaller forces 
‒ below 1 nN ‒ e. g. for the determination of 
chemical bonding forces, appropriate measur-
ing systems are currently being developed at the 
metrology institutes of the USA, Great Britain and 
Germany [30].

A nano-force measurement procedure based 
on a pendulum disc in vacuum with electrostatic 
force compensation and interferometric deflection 
detecting is being tested at PTB (see Figure 13) 
[31]. A particularity of the procedure used there-
by lies in the electrostatic stiffness reduction of the 
disc pendulum. With voltages of 0 < U < 2 V, it is 
possible to adjust stiffnesses of the disc pendulum 
of 3 · 10‒2 N/m to 3 · 10‒8 N/m. Stiffness reduction 
leads to a high sensitivity, which is necessary for 
small measurement uncertainties. This, however, 
also leads to the facility‘s being more sensitive to 
external interference quantities.

The main interference quantity of the nano-
force measurement device is seismic noise. In 
order to reduce this influence, two practically 
identical disc pendulums are used ‒ a measur-
ing pendulum and a reference pendulum. The 
reference pendulum serves to measure and 
eliminate seismic fluctuations and thermal drift. 
Both pendulums are set up in the same way, 

Figure 11: 

Micro-force adjustment 
standard made of silicon 
(30 mm x 30 mm) with a 
2 mm wide beam

Figure 12:

Micro-force calibration 
facility with PIFOC, 
compensation balance 
and stylus
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i. e. a conducting pendulum disc is suspended 
between two plates. Each of these external plates 
is composed of four ring segments, and each seg-
ment can be used as a capacitive sensor for the 
accurate parallel orientation of the plates relative 
to the pendulum disc. By means of a calibration 
procedure, it is possible to compute the respec-
tive compensation force from the compensation 
voltage. The difference between the compensation 
voltages of the measuring disc pendulum and of 
the reference disc pendulum is used to determine 
the applied force.

In first measurements in air over a period of 
40 hours, a noise level with σ < 3 pN (σ: standard 
deviation, low-pass filter ��10‒2 Hz) was deter-
mined for each pendulum. After subtracting the 
reference signal from the measurement signal, a 
noise of the measured force ‒ and thus a resolu-
tion limit of 0.16 nN ‒ were measured (see Fig-
ure 14). This discrepancy between the noise of 
the measuring system and that of the individual 
pendulum can be mainly attributed to a relatively 
high asynchrony of the two pendulum systems. 
In an optimised set-up, based on the previously 
gathered experience, a more accurate nano-force 
measuring system in the force range from 0.1 pN 
to 10 µN with an uncertainty of 1 pN at a force of 
1 nN is to be developed.

5	 Summary and outlook
This article describes the current status of the 
measurement of static forces at PTB (for dynamic 
forces, please refer to the article “Dynamic Cali-

bration of Force Transducers” in this publica-
tion). At present, the force standard machines 
cover the force range from 1 N to 16.5 MN and, 
thanks to the development of a new measur-
ing system for the mN range, standards will be 
extended to 1 mN in the future. New measuring 
systems which are still under development ex-
tend into the nN range and promise metrological 
investigations in some fields of nanotechnology 
for the future.
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1������������� 	 Introduction

As a result of the increase in practical dynamic 
applications and increased requirements for 
measurement accuracy, the measurement of 
time-variable forces has recently become very 
important. In many fields of industry ‒ for exam-
ple in production engineering, destructive mate-
rial testing, automation and handling engineer-
ing, vibration tests of satellites in the aerospace 
industry, crash tests and component tests in the 
automobile industry ‒ dynamic forces must be 
measured with high accuracy. Depending on 
the application, the time-dependent course of 
force is very different. For example, in the case 
of fatigue tests, periodic forces are applied; in 
machining processes, step-like and continuous 
force changes; and in the case of crash tests, 
shock forces. 

Force transducers are electromechanical 
transducers using a sensor element introduced 
into the force flow and generating an electri-
cal output signal which depends on the input 
quantity force. Generally, the force signal is 
proportional to the elastic deformation of the 
transducer. In the case of dynamic forces, fre-
quency-dependent inertia forces are generated 
in the interior of the transducer (due to material 
elasticities and the masses coupled to the sensor 
element, i.e. from the force introduction and the 
possibly required adaption parts) which may 
superimpose the input force to be measured in a 
disturbing way. Therefore, a frequency-depend-
ent measurement behaviour should generally 
occur which is basically determined by the inter-
nal mechanical design of the force transducer [1]. 
Moreover, the dynamic properties of the electri-
cal signal processing chain must also be taken 
into account.  

The problem of measurement errors occur-
ring in dynamic force measurements due to 
parasitic components is now widely known. 
Although current standards on instruments 
used in crash tests (ISO 6487 [2], SAE J211/1 [3]) 
specify error limits for the amplitude response of 
measurement transducers which must generally 

be met, they, however, point out that satisfying 
methods for the dynamic calibration of force 
transducers are not yet known. Whereas the stat-
ic calibration of force transducers is specified by 
international standards (DIN EN ISO 376, [4]), 
corresponding standards for the calibration of 
dynamically loaded transducers are still missing. 
It is, therefore, common practice to calibrate dy-
namically used force transducers only statically. 
At best, some dynamic force measurements on 
a suitable testing device are performed in addi-
tion. Such tests are well suited for comparison 
tests and are, therefore, widely used in indus-
try, as they provide information about whether 
‒ and to what extent ‒ the dynamic measuring 
behaviour of a force transducer has changed in 
the course of time and if the transducer must be 
replaced. 

In view of the manifold dynamic applications 
with very different force signals, the question 
arises under which conditions dynamic effects 
must be taken into account. The most interesting 
aspect here is whether a dynamic force meas-
urement can still be performed with statically 
calibrated characteristics or whether the required 
measurement uncertainty is exceeded by dis-
turbing inertia forces. A realistic indication of the 
acting dynamic forces and of the measurement 
uncertainties is not easy and requires knowledge 
of the dynamic properties of the transducer and 
of the measuring set-up. A first step towards the 
selection and assessment of dynamically used 
force transducers is often the knowledge of the 
basic resonance frequency. This characteristic 
parameter which is relevant to dynamics is 
mentioned in the German Directive VDI/VDE 
2638 [5] on characteristics for force transducers. 
Additional information about the dynamic suit-
ability of a force transducer is offered by data on 
stiffness and mass. 

Motivated by the increasing importance of 
dynamic calibrations and the ‒ at present ‒ met-
rologically unsatisfying situation, increased 
research efforts for the development of scientifi-
cally well-founded procedures for the dynamic 
calibration of force transducers and the transfer 
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of the results to the industry have been made in 
the past few years at the Physikalisch-Technische 
Bundesanstalt (PTB) (see, for example, [6, 7]). 
Different measuring and calibration devices with 
different working principles, dynamic ranges 
and measurement ranges have been established 
and used to investigate transducers of different 
measuring principle and structural design, taken 
as examples [8‒10]. With all these activities, PTB 
is at present playing an international pioneering 
role in the field of dynamic force measurement.

2	 Dynamic measurement methods
For dynamic calibration, sinusoidal and shock-
shaped forces have the greatest practical im-
portance. These two types of excitation which 
are, however, rather different in the time and 
frequency domain, allow the variety of dynamic 
force measuring tasks to be covered with rela-
tively good practical orientation. In the case of 
sinusoidal calibration, sinusoidal forces of vary-
ing frequency are applied, and the amplitude 
and phase responses related to a reference signal 
are evaluated as a dynamic calibration result. In 
contrast to this, force pulses of defined ampli-
tude, shape and duration are applied in the case 
of the shock calibration. Here, the ratio between 
the pulse height of output signal and input force 
is often the typical measurement result which 
on closer examination, however, turns out to be 
insufficient (see section 3). 

Figure 1 illustrates the basic principle of the 
primary calibration with sinusoidal forces, and 
Figure 2 shows a corresponding technical re-
alization, using ‒ as an example ‒ the dynamic 
10 kN force standard machine of PTB, designed 
for frequencies up to 1 kHz [11]. An electrody-
namic shaker generates a periodic base displace-
ment of the force transducer to be calibrated 

which is fastened on the shaker armature. By the 
load mass coupled to its upper housing part, an 
inertia force in accordance with Newton’s axiom 
„force equals mass multiplied by acceleration“ is 
generated which represents the desired dynamic 
input quantity. This quantity is traced back via 
weighing and a time-resolved acceleration meas-
urement, e. g. by means of laser Doppler inter-
ferometry [12]. Optionally, the load mass can 
be run axially in an air bearing so that parasitic 
bending vibrations ‒ which would otherwise oc-
cur to an increasing extent ‒ are minimized. 

 In the case of higher forces and low frequen-
cies, the above mentioned primary calibration 
method ‒ which is based on the generation of 
inertia forces ‒ is less suited, as disproportion-
ately large and heavy load masses would pos-
sibly be necessary or the vibration amplitudes 
would become inadmissibly large. This is why a 
procedure generating forces by elastic deforma-
tions in a pre-stressed load frame is better suited 
for these requirements. The establishment of 
such a procedure working in accordance with 
the comparison method (secondary calibration) 
is shown in Figure 3. The force transducer to be 
calibrated, a reference force transducer and a 
hydraulic shaker are mechanically connected in 
series in a load frame. Via a vertically adjustable 
traverse, the installation height can be adapted 
to the respective requirements. The technical 
realization of this secondary calibration method 
is shown in Figure 4, using the example of PTB‘s 
dynamic 100 kN force standard machine which 
is designed for sinusoidal forces up to 100 Hz.  

Figure 1: 

Principle of the dynamic primary calibration of a force 
transducer with coupled load mass

Figure 2: 

Dynamic 10 kN force standard machine
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For primary calibration with shock-shaped 
forces, a measuring device with two airborne 
impact bodies (10 kg mass each) was developed 
[7, 13, 14]. Figure 5 shows the principle of the 
measuring set-up, a photo of the realized 20 kN 
impact force standard machine is shown in Fig-
ure 6. The mass body M1 accelerated to the de-
sired impact velocity by a linear actuator impacts 
on the force transducer fastened on mass body 
M2 which is initially at rest with it. During the 
impact, the impulse is transmitted to the pushed 
body and the occurring inertia forces are de-
tected with high temporal resolution by means 
of laser Doppler interferometers (LDIs). For this 
purpose, the mass bodies are probed by the LDI 
under an oblique angle at the optically accessible 

side faces. The impact duration achieved in the 
device is of the order of one millisecond, de-
pends on the stiffness of the transducer and can 
be varied by means of an inserted pulse shaper. 
At present, a second shock calibration device for 
forces up to 250 kN is being developed and in-
stalled at PTB. The new device is operated with 
clearly larger impact bodies of 100 kg mass each 
and will thus also allow heavier transducers to 
be adapted and calibrated.

3	 Characterization of force transducers
A focal point of recent research is the charac-
terization of force transducers for dynamic ap-
plications. Based on the parameter of the static 
sensitivity, additional transducer-specific data is 
required for dynamic calibrations. Suitable dy-
namic parameters provide the user with a basis 
to estimate the dynamic measurement properties 
of a force transducer in a concrete application 
and to judge its suitability. 

The set of dynamic parameters to be deter-
mined should be suitable for all measurement 
principles and force transducer designs and 
should be, in addition, independent of the cali-
bration procedure selected so that calibrations 
with, for example, sinusoidal or shock excita-
tions yield consistent results. Transferable ex-
perience from shock calibrations of acceleration 
transducers shows, however, that consistency is 
not imperatively guaranteed ‒ even for identi-
cal measurement procedures ‒ when different 
measurement devices are used [15]. The param-
eter shock sensitivity for the shock calibration of 
acceleration transducers specified in the current 
standard ISO 16063-13 is determined from the 
time signals as the ratio between output and 
input peak values [16]. This ratio is, however, a 
function of the spectral components of the shock, 
i. e. it depends on the shape and duration of the 
shock pulse. Measurements of different meas-
uring set-ups are, therefore, comparable only 
to a limited extent. As this dependence on the 
respective calibration conditions is not desired, 
PTB has taken up the further development of the 
shock calibration procedures for force and accel-
eration as a current research topic [15, 17]. 

As has already been mentioned in the intro-
duction, the basic resonance frequency of force 
transducers has been adopted as a dynamic 
parameter in Directive VDI/VDE 2638 [5]. This 
quantity characterizes the frequency with which 
a transducer which is rigidly mounted on its 
support and used without additionally coupled 
components vibrates along its measuring axis 
after a shock excitation. Experimental investiga-
tions on differently designed force transducers 
which take measurements with strain gauges 
have shown that it is not that easy to determine 
the basic resonance frequency, as the signatures 

Figure 3: 

Principle of the dynamic 
secondary calibration of 

a force transducer in a  
pre-stressed load frame

Figure 4: 

Dynamic 100 kN force 
standard machine

Figure 5: 

Principle of the primary 
shock force calibration 

with airborne impact 
bodies
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of parasitic transverse and bending resonances 
often superimpose each other in the measuring 
signal in a disturbing way [9]. To estimate the in-
fluence of internal inertia forces on the dynamic 
measuring behaviour of the force transducer, it 
is not sufficient to indicate the basic resonance 
frequency. It is rather necessary to know the 
structural distribution of masses and stiffnesses 
in the interior of the transducers. 

The investigations into the dynamic calibra-
tion performed on different measuring set-ups 
and with different piezoelectric and strain gauge 
force transducers [1, 8‒10] have shown that the 
dynamic measurement behaviour of a uniaxial 
force transducer can be well described with a 
model of spring-coupled mass bodies. In this 
model, the coupling of the transducer to its 
mechanical environment must be adequately 
taken into account. Mathematically, this model 
is expressed by a system of 2nd order differential 
equations. 

The dynamic measurement behaviour of a 
force transducer with a constructively well-de-
fined mechanical spring (as in the case of strain 
gauge force transducers) can already be repro-
duced very well with a simple two-mass model 
[9]. This is valid for both the basic resonance fre-
quency of the base-mounted transducer and for 
the response characteristic in the case of coupled 
load masses. The piezoelectric force transducers 
which are often used for dynamic measurements 
due to their high stiffness and high resonance 
frequency associated with it are not, however, 
equipped with a well-defined mechanical spring 
in the proper sense. This is why their basic 
resonance frequency is determined only insuffi-
ciently by a simple two- mass model and it may 
be necessary to take more complex models into 
consideration [10]. 

The two-mass standard model with one de-
gree of freedom describes the force transducer 
as two model masses coupled via a visco-elastic 
spring element (see Figure 7a). There are four 
parameters: head and base mass mH and mB, 
stiffness k, damping d. For the example of a 
transducer fastened to its support, the time-de-
pendent measuring force F(t) is introduced on 
the upper model mass (head mass). The force-
proportional elongation of the spring x(t) caused 
by the input force represents the output signal 
in the model. For the modelling of a transducer 
incorporated in a measuring device, the param-
eters and input quantities of the model must be 
adequately adapted. For sinusoidal calibrations 
on the 10 kN force standard machine and shock 
calibrations on the 20 kN impulse force standard 
machine, the model variants shown in Figures 7b 
and 7c [18] are valid, in which attachment parts 
such as load buttons, adapters or load masses 
are now taken into account as resulting model 
masses mH* and mB* (in the figure highlighted in 
grey). As known input quantities, the measured 
accelerations aH* (t) and aB* (t) must be entered for 
sinusoidal calibration, and for shock calibration, 
the measured inertia forces F1(t) and F2(t). 

The model-based parameter identification 
performed with real data sets finally leads to 
the sought model parameters of the force trans-
ducer, which shall represent the parameters for 
the description of the dynamic measurement be-
haviour [18, 19]. In the identification process, the 
model parameters are varied until the data sets 
measured by the force transducer and furnished 
by the model are in the best possible agreement. 
The model-based parameter identification pro-
cedure described in detail in [19] allows calibra-
tion results to be transferred to other measuring 
set-ups via an inverse calculation. The calibra-

Figure 6: 

20 kN impact force stan-
dard machine
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tion results to be expected ‒ such as frequency 
responses in the case of sinusoidal calibrations or 
transmission factors in the case of shock calibra-
tions ‒ result from the adapted model. Model-
ling also allows the initial question regarding the 
influence of the dynamic effects to be answered.

4 	 Summary and outlook

This article describes the current state of dy-
namic force measurements at PTB, an area on 
which research has been increasingly focussed in 
the past few years. Different dynamic measuring 
devices for shock and sinusoidal loads have been 
developed, and work on promising, scientifically 
well-founded procedures for dynamic force cali-
bration and for the dissemination of the dynamic 
force scales is being performed. 

Two models are discussed to transfer the 
results of dynamic force calibrations to the 
respective industrial applications. Firstly, a 
model-based simulation of the dynamic measur-
ing application can be performed for a known, 
dynamically characterized force transducer to 
compensate the measured force signal. Secondly, 
special transfer transducers suited for dynamic 
measurements can be used, on whose develop-
ment PTB is at present intensively working. It 
would, for example, be possible to compensate 
the frequency-dependent transmission behav-
iour by means of additional measuring signals 
so that a transfer transducer would furnish a 
dynamically corrected output signal. 

As far as standardization activities are con-
cerned, the know-how achieved in the field of 
dynamic force calibration will decisively contrib-

ute to the configuration of future standards for 
dynamic force measurements.
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1	 Introduction

In practice, torque is used so often that no one 
wastes a single thought about it any more. The 
simplest examples are surely the turning of a 
bottle screw cap or the opening of an ordinary 
door. Most of the time, it is neither necessary to 
measure the required torque nor to know its ex-
act value. When it comes to, e. g., safety-related 
screw fittings ‒ as is the case for wheel bolting 
on cars which must be loosened and tightened 
again twice a year to change from summer to 
winter tyres ‒ it is quite different. In this case, it 
is of essential importance to know which torque 
was applied to tighten the bolts. This knowledge 
presupposes a measurement ‒ which should be 
carried out using a calibrated torque wrench. Of 
course, one expects a measurement result one 
can trust, no matter in which garage of whatever 
country throughout the world the tyres have 
been changed. This expectation can only be ful-
filled if, for these measurements, a metrological 
infrastructure is available and is actually used 
by the garage in question. Thereby, not only the 
measuring instruments used are of great impor-
tance, but also the experience and expertise of 
the users of such devices.

For the examination of torque meters, fa-
cilities are used which generate torque with 
the highest accuracy. Until around 1994, some 
industrial companies operated torque measure-
ment facilities without having the possibility of 
tracing them back, i.e. without the possibility of 
linking them up with a “higher-value” device, 
a so-called “standard”, or of comparing them 
with such a device ‒ since such a standard was 
not available in Germany at that time. PTB rec-
ognized this need and seized the opportunity 
to establish a torque laboratory when taking 
over part of the staff of the “Amt für Standardi-
sierung, Messwesen und Warenprüfung” (Office 
for Standardization, Metrology and Commodi-
ties Testing) of the former German Democratic 
Republic (GDR) on 1 January 1991. The experi-
ence and expertise previously gathered by the 
employees in the field of the realization and dis-

semination of the measurand “force” could flow 
profitably into this new field of work. Along 
with new or already established solutions for 
special problems, the unit of torque was realized 
at the highest level, i. e. with minimum measure-
ment uncertainty and over a large measuring 
range. Today, PTB‘s torque laboratory ranks 
among the best in the world.

2	 The two faces of torque
There are several possibilities of generating a 
torque. The simplest method consists in letting a 
force act onto the object itself or onto a suitable 
linking part (e. g. lever, door handle) at a certain 
distance from the rotation axis. Simplified, this is 
the equivalent of the common formulation “force 
multiplied by lever arm”. To be more precise, in 
physics, one talks about the vector, respectively 
the cross product of the position vector r  ‒ from 
the point of rotation (or from the rotation axis) to 
the point of application of force ‒ with the force 
vector 



F  

	






M r F= ×  .	 (1)
The torque 



M  is, like the force, a directed quan-
tity ‒ i. e. a vector ‒ which is not only character-
ized by its magnitude but also by its direction 
(location in space) and the sense of direction 
(clockwise or anti-clockwise). The way of realiz-
ing a torque which has just been described above 
has, for metrologists and testing engineers, one 
disadvantage: the force causing the torque is 
superimposed to this torque ‒ it is not a “pure” 
torque but two quantities (force and torque) act-
ing simultaneously. The objective is, however, to 
realize physical quantities individually and, as 
far as possible, uninfluenced by other quantities. 
Therefore, if it were possible to eliminate force 
without losing torque, one could then generate 
“pure” torque.

The solution lies in the use of two equally 
great forces which are directed opposite to each 
other. In mechanics, this is called “force cou-
ple”. Thereby, “directed opposite to each other” 
means that the directions are the same ‒ i. e. the 
forces are parallel ‒ but that the senses of direc-

Torque Measurement:  
From a Screw to a Turbine

Dirk Röske*

*	����������   ������Dr. Dirk Röske, 
Head of the Working 
Group „Realization of 
Torque“,  
e-mail: 
dirk.roeske@ptb.de



Special Issue / PTB-Mitteilungen 118 (2008), No. 2 and No. 3 •49

tion are different ‒ i. e. exactly opposite to each 
other. If the lines of action of the two forces are 
not the same, a torque results which is also cal-
culated according to (1), whereby the position 
vector does not start from the point of rotation 
now but from the point of application of the 
second force. The two forces compensate each 
other since they are equally great but directed in 
opposite directions. Strictly speaking, this con-
sideration is valid only for rigid bodies ‒ which 
can often be presumed.

Contrary to the case of a single force, in 
which one speaks of the “moment of the force” 
as the superposition of force and torque, the sec-
ond case of force couple is also called “moment 
of a force couple” as the expression of a “pure 
torque”.

Typical applications are measurements in 
engine and brake test benches (force couple) or 
for screw connections by means of measuring or 
setting torque wrenches (moment of force).

3	 Further aspects of the measurand 
“torque” 

Besides its vectorial character, torque ‒ just as 
force or other quantities ‒ has further aspects 
which deserve closer consideration. For exam-
ple, in the case of a temporally constant torque 
value, one speaks of “static torque”. This can, 
e. g., also be the case in a rotating system when 
the revolution speed is constant. Since motion 
can always be seen only relative to a defined 
reference system, a stationary system with zero 
speed is only a special case of the system with 
uniform motion at a speed unequal to zero. In 
the case of the (also uniform) rotation of a sen-
sor, the system is a non-inertial one, i. e. it must 
be expected that inertial forces have an effect on 
the measurement. Up to now, there has, how-
ever, been no experimental evidence of a signifi-
cant influence of these forces. Furthermore, mo-
tion is often not uniform, so that the quantities 
describing the system underlie time-dependent 
changes and dynamic phenomena can occur. 
Examples of these are start-up or decelerating 
processes which are necessary for any change in 
the motion status. If the torque variations occur 
slowly enough, the torque is a quasi-static one. 
But how slowly is “slowly enough”? This ques-
tion cannot be answered by means of a single 
number because the transition towards dynamic 
effects and influences is blurred and depends 
on the respective situation. Furthermore, it is of 
significance how much accuracy is required for 
torque measurement ‒ which requirements are 
placed on the measurement uncertainty. The 
more accurate one needs to be and the higher the 
resolution is, the more one will notice deviations 
between the non-accelerated and the accelerated 
rotational state.

4	 Realization of static torque without 
motion

●	 Deadweight facilities
Deadweight facilities use a pivoted lever whose 
length is precisely known and at whose end 
the weight force of load masses (also called 
“weights”) in the gravitational field of the Earth 
are used for static force generation. In turn, this 
force is traced back to the quantities “mass”, m 
(with the base unit “kilogram”) and “local ac-
celeration”, g (i. e. traced back to the quantities 
“length” and “time” with the base units “metre” 
and “second”). Stainless steels are approved as a 
suitable material for the masses. This procedure 
permits relative measurement uncertainties of 
10‒5 to be achieved when the effect of buoyancy 
in the air is taken into account. Also, time sta-
bility of the force is ensured. Only air pressure 
variations ‒ which modify the air density ‒ can, 
in extreme cases, become so significant that they 
must be taken into account [1]. The gravitational 
acceleration value which changes twice a day 
due to tidal forces is, however, negligible since 
its relative amplitude lies around 10‒7 [2].

A non-negligible problem, however, is the 
question of the introduction of force into the le-
ver arm. Thereby, thin metal foils are preferably 
used which, as very flexible elements, can help 
to minimize the influence of bending moments 
in the area of the force introduction [3]. Other 
variants, such as knife-edge bearing systems or 
rolling bearings, pose more problems there, es-
pecially with regard to their long-term stability. 
Elastic fixed joints ‒ which are often strain-con-
trolled, i. e. the bending of the joint is determined 
at the surface by means of strain gauges and 
these signals are used for control or adjustment 
purposes of the facility ‒ have also provided 
good results [4].

Another important aspect of the lever is the 
length of its arm, whose time stability must be 
considered. Today, length measurements with 
the smallest uncertainties in the sub-nanome-
tre range are possible. Such measurements on 
structures as complex as a lever within a meas-
uring system are, however, considerably more 
complicated. Each screw fitting leads to distor-
tions causing a change in length of up to a few 
micrometres. Furthermore, the materials usually 
expand when the temperature increases. Tem-
perature variations of ± 1 K lead, in the case of 
steel, to length variations of approx. ± 16 µm/m, 
which corresponds to a relative torque change 
of ± 1.6 · 10‒5. Therefore, for precision facilities, 
either the temperature is maintained constant 
at approx. ± 0.2 K or materials with a clearly 
lower coefficient of thermal expansion α must 
be used. In larger laboratory rooms, in spite of 
the air-conditioning, it is difficult to fulfil tem-
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perature stability alone. Therefore, it seems more 
recommendable to combine both methods. The 
advantage is that sensors can be investigated 
‒ within certain limits ‒ at modified tempera-
tures without influencing the realized torque. 
Such a material with a low α is Superinvar, an 
alloy with a 50 to 100 times lower coefficient of 
thermal expansion compared to stainless steel or 
aluminium. The length of the lever arm can be 
determined in different ways: either by measure-
ment by means of a coordinate-measuring ma-
chine or by comparison with a calibrated gauge 
block at the measuring facility itself.

“Force” and “lever arm” are now defined; 
the question as to how to realize “pure” torque, 
however, remains. For this purpose, it is help-
ful to understand how a bearing works. A body 
remains in a state of rest with regard to its base 
if the base compensates the weight force and 
other externally acting forces by corresponding 
reaction forces. The total counteracting force 
has thereby always the same value as that of 
the resulting force of the acting forces, but it has 
the opposite sense of direction. This works also 
in the case of a force couple: when the lever is 
supported, then the weight force which acts at 
the end of the lever must be compensated by the 
bearing. The difficulty thereby resides in the fact 
that the bearing must be realized in such a way 
that this causes no retroaction onto the generated 
torque. One can consider hydrostatic, aerostatic 
or magnetic bearings in which the influence on 
the transmitted torque is basically limited to fric-
tion influences thanks to a mechanical or mag-
netic decoupling between the mobile rotor and 
the immobile stator. An aerostatic bearing (air 
bearing) was chosen due to the ‒ partially ‒ very 
good experience gathered with this special type 
of bearing in numerous other fields.

Based on the fundamental remarks stated 
here, the metrologists‘ task is now to detect and 
investigate further influence quantities. For this 
purpose, it is helpful to replace “force” in equa-
tion (1) by the quantities it is traced back to and 
to complement the other influence quantities 
∆


Mi  so that one can obtain the following com-
pact representation for the generated torque on 
the basis of the densities ‒ of air ρL  and of the 
material of the load masses ρm  ‒ as well as with 
the local gravitational acceleration g  



 
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In general, the investigations are carried out in-
dividually for each measuring system. Without 
going too much into detail, here is a list of some 
of the influencing quantities:
•	 remaining bending moments of the metal 

foils;
•	 remaining friction moment in the air bearing;
•	 influence of the pressurized air variations in 

the bearing;
•	 magnetic fields between the load masses;
•	 air streams between the load masses (Ber-

noulli effect);
•	 electrostatic forces between the load masses;
•	 mechanical by-passes.
By measuring or estimating the values of the 
input quantities which contribute to the result-
ing quantity and its uncertainties, one obtains an 
overall statement for the realized torque [5].

At PTB, torque is realized in a range from 
1 mN · m (see Figure 1) to 20 kN · m in dead-
weight facilities with horizontal measuring axis, 
whereby the smallest expanded relative meas-
urement uncertainty (k = 2) lies at 2 · 10‒5. A sche-
matic representation of this type of measuring 
system is shown in Figure 2.	

Figure 1: 

1-N ∙ m torque standard 
machine with a measu-
ring range from 1 mN ∙ m 
to 1 N ∙ m
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● Force-measuring facilities
For higher torques ‒ as must be measured, e. g., 
for turbines in power engineering or for drill-
ing rods in oil production or gas extraction ‒ the 
deadweight principle with air bearing reaches 
its limits ‒ technically as well as financially. For 
this purpose, PTB has chosen a different way: 
the measuring system with the highest torque 
worldwide (two overlapping measuring ranges 
from 4 kN · m to 1.1 MN · m) has a vertical meas-
uring axis, i. e. the torque vector has a vertical 
orientation. The forces acting at the ends of a 
two-arm measuring lever are measured directly 
by means of calibrated force transducers. Corre-
spondingly, the torque is generated via two mo-
tor units located on the driving lever (see Figures 
3 and 4). Special sensors thereby allow the mini-
mization of cross forces and bending moments 
for the adjustment of the force couple in order to 
obtain pure torque.
This approach has a certain number of 
advantages:
•	 the use of large masses is avoided;
•	 the force couple is generated and measured 

directly;
• 	 no complex bearing systems are necessary, 

and
• 	 the deadweight of the transducers and adap-

tion elements does not lead to an asymmetric 
bending strain but acts as an axial force.

Due to this design, the achievable measurement 
uncertainty is, of course, higher than with dead-
weight systems but it can be better than 0.1 % 
when using precision transducers and at best 
even lie in the range of a few 10‒4 ‒ which is of-
ten sufficient for this measuring range.

●	 Reference facilities
For many applications and calibrations, the time 
and effort spent on deadweight facilities is in no 
relation to the actual use. Thus, especially in the 
industrial sector, measuring devices with plug-in 
square drives are often used which have a con-
siderable influence on the measurement result. 
Sometimes, also the resolution of the electronic 
display unit ‒ if available at all ‒ is low. Also 
scales which must be read out limit the number 
of digits available to express the measured value. 
In such cases, the utilisation of a measuring sys-
tem in which a calibrated torque transducer (see 
section 8) is used as a standard is sufficient. The 
transducer thus becomes the bearer of the unit, 
i. e., the reference with which test objects are 
compared. This procedure is therefore called the 
“comparison method”.

By means of this measuring principle, a 
range from 0.01 N · m to 5 kN · m is covered at 
PTB, whereby the smallest expanded relative 
measurement uncertainties (k = 2) achieve 2 · 10‒4.	

Figure 2: 

Schematic representation of a torque standard machine with deadweights

Figure 3: 

Schematic overview of a force-measuring torque calibration facility (left), view of the 
measuring side (top right) and of the torque generating side (bottom right)
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●	 Torque wrench measuring systems
The particularity of the moment of force as the 
superposition of force and torque becomes evi-
dent in the case of torque wrenches, whereby one 
can expect that the range to be realized extends, 
due to manual operating, from approx. 1 N · m to 
3000 N · m. A pure torque is introduced into the 
torque wrench; the counteracting moment builds 
up via support on a lever which has been mount-
ed especially for this purpose. The cross force 
which depends on the length of the lever arm 
thereby retroacts on the torque generation; it must 
therefore be ensured that this retroaction does not 
distort the generated torque. For this purpose, an 
interposed air bearing or a reference transducer 
which has been proven to be insensitive in this 
direction (preferably designed as a short flange in 
order to minimize the bending moments due to 
the cross force) are basically suitable.

The Working Group “Realization of Torque” 
operates three measuring systems with additional 
levers, in which torque wrenches are calibrated. 
These are generally torque transfer wrenches 
which are used for the calibration of torque 
wrench calibration facilities as bearers of the unit 
“moment of force” (for more information on this 
topic, please refer to section 8).

●	 Servo screwdriver measuring systems
In industry, screwing tools are used for torques 
from 1 kN · m to 150 kN · m which, until recent-
ly, could not be traceably calibrated. These de-

vices operate with mechanical gearing, hydraulic 
or pneumatic drives and, generally, very short, 
one-sided supports.

Investigations with regard to the determina-
tion of the measurement uncertainty of torque 
transducers at high superposed cross forces and 
bending moments have shown that the addition-
al contribution to the measurement uncertainty 
budget due to superposed components could 
be reduced to less than 0.5 % of the measured 
value. This makes the calibration of servo screw-
drivers possible. The measuring system having a 
measuring range of up to 150 kN · m and a one-
sided lever arm length of max. 750 mm is shown 
in Figure 5.

●	 Manually operated torque tools
Such measuring devices are often small screw-
drivers or dial gauges with integrated torque 
measurement. Their resolution and accuracy is 
generally low so that a traceable calibration is 
rather incumbent on a laboratory that has been 
accredited by the DKD (see 8). 

5	 Realization of static torque in the  
rotating case

One application of (quasi-)static torque in rota-
tion, which has been investigated at PTB, is the 
calibration of ergometer test benches. These are 
used for the calibration of foot crank ergometers 
dedicated to medical purposes. Examinations at 
regular intervals are prescribed by the “Operat-
ing Regulation for Medical Products” for such 
devices.

They basically consist in the determination 
of the rotational power which results from the 
product of the simultaneously measured quanti-
ties torque and rotational speed (number of rev-
olutions per minute). The measurement uncer-
tainty requirements for static torque lie, in this 
case, at approx. 0.05 %, which can be achieved by 
using a high-quality torque transducer having 
been calibrated on a static deadweight facility. 
Due to various additional influences, the meas-
urement uncertainty for the rotational power 
lies at best at 0.3 % (up to 1000 W at a maximum 
torque of 75 N · m and in the rotational-speed 
range from 10 min‒1 to 150 min‒1).

Until a few years ago, most ergometer test 
benches were still linked up directly to the PTB 
standard. This standard is presently still located 
at PTB‘s site in Berlin Charlottenburg, but it will 
shortly be transferred to the Torque Working 
Group in Braunschweig. The link-up of ergo-	
meter test benches has recently been taken over 
by an accredited laboratory within the scope of 
the DKD, so that PTB‘s contribution is now lim-
ited to special examinations of newly developed 
devices, calibrations in exceptional cases, as well 
as expertise on behalf of the DKD.

Figure 4: 

1.1-MN ∙ m torque 
standard machine with 
measuring ranges from 
4 kN ∙ m to 220 kN ∙ m, as 
well as from 20 kN ∙ m to 
1.1 MN ∙ m  
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In the past, individual experiments on the 
measurement of a constant torque under rota-
tion were carried out at the torque laboratory 
whereby both the zero signal (amongst others 
at numbers of revolutions of up to 40,000 min‒1) 
and the characteristic value were investigated. 
The influences caused by rotational effects which 
were thereby detected are so negligible that they 
need not be taken into account in the case of the 
ergometers.

6	 Realization of dynamic torque
In many applications, torque occurs as a dy-
namic, i. e. as a temporally more or less rapidly 
variable quantity. Research, especially in the 
field of dynamic force measurement, has shown 
that dynamics and the forces it involves can have 
a considerable influence on the measurement 
result. Resonance phenomena, amongst others, 
thereby play a role. For dynamic torque, there 
are presently preliminary investigations being 
carried out [6] and a first measuring facility ex-
ists [7]. A torque transducer to be calibrated is 
mounted into this facility between a rotational 
motor (rotational shaker) and a mass with a pre-
cisely known moment of inertia J. A torque M(t) 
generated by the shaker and introduced into the 
transducer causes a rotary oscillation with the in-
stantaneous angular acceleration ϕ t( ) , whereby 
the mentioned quantities are linked via a relation 
which is similar to Newton‘s second law:

M t J t( ) = ⋅ ( )ϕ .	 (3)

It is thereby presupposed that the moment of 
inertia J is constant ‒ which, however, is not a 
fundamental condition. The angular accelera-
tion is measured by means of interferometry, so 
that the torque directly derives from these two 
quantities.

Work in this field is still at the stage of re-
search, so that calibrations are not yet being of-
fered. It is, however, envisaged to introduce the 

dynamic measurement of torque into metrologi-
cal practice in the medium term.

7	 Comparisons and dissemination of the 
unit; standardization

PTB‘s task not only consists in realizing the 
units, but also in verifying the procedures and 
results by means of comparisons with peer insti-
tutes and in ensuring the dissemination to subor-
dinate bodies.

For comparison measurements, special meas-
uring sequences and procedures are often devel-
oped which are adapted to the needs of one spe-
cific comparison. These play an important role in 
ensuring worldwide comparability of measure-
ments and their results, especially for interna-
tional comparisons such as key comparisons.

The dissemination of the unit is specially 
regulated at the level of the DKD through the 
accreditation of laboratories which are directly 
or indirectly linked up with PTB. But also other 
‒ partly foreign ‒ clients have their measuring 
instruments calibrated at PTB. This is generally 
done according to standardized procedures. 
PTB‘s Working Group “Realization of Torque” 
has often been intensely involved in developing 
and elaborating these procedures and has, on 
various occasions, been in charge of such tasks. 
Due to the “two faces of torque”, it is necessary to 
deal with the case of torque wrenches ‒ or rather 
their calibration facilities ‒ separately (DKD-R 3-7 
and 3-8 as well as DIN/EN/ISO 6789).

Important standards whose scope of ap-
plication and particularities are summarized in 
Table 1.

The parameters to be examined for the cali-
bration of a measuring instrument are, for exam-
ple, the repeatability and reproducibility. These 
state how much the output signal of a sensor 
is subject to variations when a measurement is 
repeated in unaltered (repeatability) or in altered 
mounting position (reproducibility).

Figure 5: 

Hydraulic servo screw-
driver up to 70 kN ∙ m in a 
calibration facility
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Furthermore, hysteresis plays a role which is 
expressed by the fact that one obtains a slightly 
different signal when one adjusts the same 
torque for increasing or decreasing amplitudes. 
In the case of torque wrenches, there is, in addi-
tion, a dependence on the lever length because 
the cross force belonging to a given torque de-
creases when the length of the lever increases 
(lever principle). Further parameters are the non-
linearity or the time-dependent change of the 
display at a constant load ‒ the so-called “creep”. 
It is only the calibration of a measuring instru-
ment that can prove whether it can meet certain 
requirements ‒ or not.

8	 Metrological infrastructure and  
Deutscher Kalibrierdienst (DKD)

As mentioned above, the Working Group “ Re-
alization of Torque” supports the metrological 
infrastructure, especially by ensuring the tracea-
bility to standards, but also through consultation 
and collaboration in the drafting of guidelines. 
The Working Group is represented within Board 
10 “Torque“ of the Deutscher Kalibrierdienst 
(DKD - German Accreditation Service) by an 
advisor. The bi-annual meetings are carried out 
jointly. Amongst other things, interlaboratory 
comparisons are regularly organized and sup-
ported. Furthermore, the DKD commissions 
experts from the Working Group with the as-
sessment of laboratories within the scope of 
accreditations according to DIN/EN/ISO 17025. 
Also, within the last decade, numerous national 
institutes in other countries have purchased or 

developed and set up measuring facilities of 
their own so that, today, measurements can be 
carried out at an international scale which help 
secure worldwide comparability in order to en-
sure reliable measurements ‒ in whatever coun-
try they may have been carried out.
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1	 Terms

The quantities force F a���nd moment M are vectors 
and as such are determined not only by a numeri-
cal value (scalar) and a unit, but also always by 
a direction in space or in the plane and a corre-
sponding sense of direction, for example tension 
or compression force, clockwise or anti-clockwise 
torque. To describe a vector, one can draw on its 
magnitude and, for instance, via suitably defined 
angles, on its direction with regard to a given 
coordinate system. Another approach would be 
to separate the vector into individual elements, 
so-called components, which contain the “propor-
tion” of the vector along the coordinate axes. In 
the case of movements, one speaks, for instance, 
of longitudinal and transverse motion with re-
gard to a defined direction, in the case of forces, 
of axial and transverse force. The separation of 
the vector is carried out by determining its projec-
tions on the coordinate axes. The values of the 
components thus found are scalars. As a group 
they clearly describe the vector, i. e., in the plane, 
two values, and in space, three are needed for the 
components of the vector.

From a theoretical viewpoint, the various 
components are of equal significance, which is 
why the names of the coordinate axes x, y and 
z are used, as a rule, for their denotation. One 
speaks then of the x-component of force (Fx) and 
so forth. Often, however, the case occurs where 
one of the components is more important, per-
haps because it influences the measurement result 
more strongly than the other two do. Possibly it 
is also emphasised by the geometrical shape of 
the body loaded with it, for example by its axis 
of symmetry. In this case one speaks of the force 
as the axial force component (or short form: axial 
force), and the moment as the torque. Both gener-
ally determine the z-direction. 

The quantities force and torque dealt with in 
the previous contributions are to be understood 
as components defined in such a manner whereby 
it is assumed that the magnitudes of the respec-
tive other two components – the transversal force 

and bending moment components, which taken 
together in this case are also designated as dis-
turbing components – are zero in the ideal case. 

2	 Problems in multi-component 
measurement

In the case of multi-component measurement, all 
components are treated uniformly – in this sense 
there are no disturbing components. However, 
forces and moments cannot be directly com-
pared with one another, as they have different 
dimensions which differ by a length dimension. 
As a criterion of comparison, one can, however, 
draw on the mechanical tensions caused in a 
body by the load with the quantity and/or on the 
expansions which are connected with them and 
which are required for the measurement with 
the aid of strain gauges. 
Thus, the most diverse cases are possible:
•	 all components have approximately equally 

large magnitudes (application: robots, ma-
nipulators, crash test dummies, wheel load 
sensors)

•	 a great axial force in combination with a (rela-
tively) small torque (pretensioning force of a 
screw which is tightened with the torque)

•	 a greater torque combined with a comparably 
smaller axial force (measurement for bores, 
wind power turbines).

From this by far incomplete list one can conclude 
that there is an abundance of combinations pos-
sible which cannot all be covered by a standard 
measuring method.

To complicate matters further, there is a close 
relationship between the quantities. Thus, for 
example, a transversal force acting at a given 
distance from the reference point always calls 
up at least one (spatially dependent) moment 
component. A torque not ideally realized as 
force couple is linked with additional transversal 
forces and (again spatially dependent) bending 
moments. From the theoretical viewpoint, one 
can indeed describe a load condition in a speci-
fied point by exactly six values – the three force 
and the three moment components. For other 
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points, other values generally result, such that 
one must actually speak of a vector field. Thus 
it must be clarified as to which point the result 
is to be referred to, if one does not or cannot 
specify whole tables or functions. The problem 
can often be narrowed down when it is known 
at which position the forces and moments are in 
demand and at which they are measured. For a 
wheel-load sensor, the contact force at the con-
tact surface between wheel and road, for exam-
ple, as well as the torque transmitted there, and 
also the transversal force in the case of cornering, 
could play a role. In the case of the screw, the 
head as well as the shaft friction moment and/or 
the pretensioning force are of interest in order to 
optimise screw connections.

Furthermore, during the measurement of 
forces and moments, additional effects occur 
which have to be taken into account. Thus, the 
output signal of a measuring bridge is not ab-
solutely linear, but rather shows dependencies 
with a higher degree on the quantity to be meas-
ured. Furthermore, there are time-dependent 
and direction-dependent influences in the case 
of a given value of the measurand. For the latter, 
the readout is different when the value is set on 
the basis of increasing or decreasing values. A 
further considerable influence is the crosstalk, 
which manifests itself in more or less large sig-
nals that are received on all measuring channels 
when in fact only one component is applied.

This multitude of parameters and interactions 
leads to a complexity of the problem, which has 
certainly contributed to the fact that multi-compo-
nent measurement has not yet attained the devel-
opmental stage of (axial) force and torque.

3	 Solutions for the realization of  
multi-component situations

The standard approach to the realization of multi-
component force and moment loads consists in 
the generation of a certain ensemble of compo-
nents for a given point in space. In an alternative 
realization, this means that a force and a moment 
vector are realized in this point whereby both vec-
tors are determined by their magnitude, direction 
and sense of direction.

Due to the above-described diversity of 
the multi-component situations, there are also 
various approaches for their realization. Very 
generally, they can be assigned to one of two 
principles, both of which have advantages and 
disadvantages. 

In the case of the serial systems, the attempt is 
made to decouple the components as well as pos-
sible. They are supposed to then be able to be gen-
erated and superposed as single components. Ex-
amples of this are often equipped with orthogonal 
drive and measuring elements which are directed 
along the axes of a defined coordinate system.

In the case of the parallel systems (parallel 
kinematics) the attempt is not made to divide the 
components, but rather the superposition of the 
components is taken into account already at their 
generation. However in this case one must de-
scribe the system via its geometrical arrangement 
or follow another path of traceability (position 
and angle measurement).

Parallel kinematics are often employed in the 
case of robots, driving and flight simulators or of 
machine tools. They are often more compact and 
easier to realize than serial systems and thus offer 
improved dynamics. In the Working Group “Re-
alization of Torque” of the PTB, the attempt was 
made for the first time to use parallel kinematics 
formed as a hexapod (Greek: “six-footed”) for 
metrological purposes [1, 2]. Since it was a mat-
ter here not only of measuring the position, but 
rather the forces and moments, the corresponding 
sensors had to be integrated.

4	 Design principle of the hexapodal 
equipment

A basic principle of the multi-component refer-
ence measuring machine (MK-RME, see Figure 
1 as schematic representation and the photo 
in Figure 2) developed at the PTB consists in a 
spatial separation of drive and measurement. 
This means that the machine contains two mir-
ror-symmetrically set up hexapods (the pods are 
represented in red in the figure), one in the up-
per part with six motors (yellow) for generating 
the load and one in the lower part for the meas-
urement of the created forces and moments with 
the aid of calibrated force transducers (grey). The 
point of reference is freely selectable thereby. In 
general, it is determined by the transducer to be 
calibrated and is incorporated into the software, 
which carries out the necessary calculations. 

The upper hexapod can be vertically shifted 
as a whole in order to enable the installation of 
a transducer and/or the adjustment to different 

Figure 1: 

Principal figure of 
the multi-component 
reference measuring 
machine.
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transducer lengths. This movement is carried out 
with the aid of the motor mounted in an over-
head center position, which vertically traverses 
the hexapod drive units via cables, reverse roll-
ers and vertical guide rods. Locking is then car-
ried out via the guide rods.

5	 Theoretical fundamentals and practical 
implementation of the hexapod

From a theoretical viewpoint, six linearly inde-
pendent model input parameters are needed for 
six unknown quantities ‒ thus, for example, the 
three respective components for force and mo-
ment. In the case of the system presented here, 
these are the signals of the force transducers in 
the measurement pods. From them, it is possible 
to determine the forces acting in the measure-
ment pods and, with the aid of a linear system 
of equations which contains the geometry of the 
arrangement, the unknown force and moment 
components for a given point.

The essential principle of the hexapod is that 
the signals of all six force transducers are meas-
ured simultaneously and that the acting com-
ponents can be calculated at any time ‒ likewise 
for the elongation of the driving pods. Due to 
the direct coupling, for a movement to be made 

it is almost always necessary to move all drives 
simultaneously. Parallel kinematics owe their 
name to this parallel mode of operation.

In addition to the calibration of the force 
transducers, it is naturally necessary to also 
measure the spatial arrangement of the hexa-
pods. The measuring hexapod consists of an an-
gular base plate and a round cover plate as well 
as six pods connecting both plates. The latter 
feature at their ends tapered elastic fixed bear-
ings. These are necessary to ensure that the force 
transducers represented in grey (see Figure 1) 
will not experience any other loads than the axial 
force for which they are calibrated. Due to the 
distortion of the hexapod, additional transversal 
forces, namely, as well as torques and bending 
moments can be created which could distort the 
signals of the force transducers.

On the other hand, these bearing points have 
another important function: They can be drawn 
on as reference points for the determination of 
the geometric arrangement. The measurement 
of the pod lengths between the bearing points 
and their mutual position in space was carried 
out on a coordinate measuring machine for these 
points. 

The results of these measurements and the 
calibration data of the force transducers are also 
incorporated into the software which calculates 
the required quantities, from the input data.

6	 First measurements and prospects
The multi-component reference measuring 
machine has been designed for continuous, 
quasi-static measurements; no dynamic loads are 
intended.

In first measurements, in addition to a torque 
transducer with bending moment bridges, a 
sensor for structural monitoring [3], two multi-
component transducers [4] as well as a novel 
force vector sensor [5] were tested. The results 
agree sufficiently well with results from other 
measuring systems. Nevertheless, there is still a 
need for optimizing, particularly with regard to 
the time response and the software for operating 
the system. 

The measuring machine presented here cov-
ers only a small portion of the broad field of 
multi-component measurements. This applies 
both to the measuring ranges as well as the rela-
tion of the magnitudes of both the quantities 
force and moment. If one considers the other 
cases mentioned in section 2, that, for instance, 
a great axial force occurs in combination with 
a small torque (pretensioning force for screws 
and screwing torque), then new solutions must 
be sought for it. For this purpose, for the force 
and/or the torque measuring machines (see the 
corresponding articles in this issue), supplemen-
tary devices could be developed and constructed 

Figure ���2: 

Multi-component refer-
ence measuring machine 
with a force vector mag-
nitude of maximum 10 kN 
and a moment vector 
magnitude of maximu��m 
1 kN ∙ m.
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which enable the generation of further compo-
nents within the machines. Such a supplemen-
tary device is already being produced for the 
100 kN force standard measuring system [5].

In all likelihood, for special multi-component 
measuring tasks special multi-component mea-
suring systems will be needed. That means that 
there will probably be no all-purpose multi-com-
ponent system which can fulfil the requirements 
of diverse measuring tasks at the same consistent 
level. Furthermore, the national and internatio-
nal standardization of the measuring method in 
the field of multi-component measurement has 
not yet been regulated. There is some need for 
action here.
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1	 Introduction

“Pressure” is not only one of the most impor-
tant parameters of state, it ranks among the 
most frequently measured physical quantities 
in many fields of our daily life and among the 
essential process parameters in many industrial 
procedures. Heating engineering, air condition-
ing, power station technology, bio- and chemical 
process technology, gas and energy supply, the 
automobile industry, mechanical engineering, 
apparatus and plant engineering, aviation, trans-
port, medicine, defence and scientific research 
are only some of the great number of fields of 
application where pressure measurements are 
indispensable. In Germany alone, the number 
of newly manufactured and installed pressure 
measuring devices amounts to several million 
per year. Especially pressure measuring devices 
which are used for the measurement tasks de-
fined in the Verification Act (tyre pressure meas-
urement on vehicles, pressure measurement dur-
ing the production of pharmaceutical products, 
commercial or official transactions etc.) must be 
subjected to type examination and approved for 
use in the area subject to legal control.

2	 Definitions
The physical quantity pressure p is defined as 
the quotient from the perpendicular force FN 
which ‒ in a liquid or gaseous medium ‒ uni-
formly acts on an area A [1]:	

	
p F

A
= N .	 (1)

The unit of the pressure in the International Sys-
tem of Units (SI) is the pascal (Pa): 1 Pa = 1 N/m2 
= ��� 1 m‒1 kg s‒2 [2]. The legal basis for metrology at 
the European level is the Council Directive for 
Adaptation of the Legal Regulations of the Mem-
ber States on Units in Metrology. For Germany, 
the “law of units of measurement” (Units Act) 
defines, in addition to the pascal, the bar, 1 bar = 
105 Pa, for pressure measurements, and the mil-
limetre of mercury (mmHg), 1 mmHg ≈ 133.322 
Pa, for the measurement of blood pressure and 
the pressures of other body fluids. The pressure 

units previously used, such as kilopond divided 
by square centimetre (kp/cm2), technical atmos-
phere (at), physical atmosphere (atm), torr (torr), 
conventional metre water column (mWS) must 
no longer be used and are converted into the SI 
unit “pascal” in accordance with the following 
relations: 
1 kp/cm2 = 1 at = 98 066.5 Pa, 	
1 atm = 101 325 Pa, 	
1 Torr = 101 325/760 Pa ≈ 133.322 Pa, 
1 mWS = 9806.65 Pa (DIN 1314)�.

Depending on the reference pressure, a 
distinction is made between three pressure 
types. The absolute pressure, pabs, is the pressure 
compared to zero pressure in the empty space. 
The gauge or relative pressure, pe, is the differ-
ence between an absolute pressure pabs and the 
respective (absolute) atmospheric pressure, pamb: 
pe = pabs ��‒� pamb. The gauge pressure assumes posi-
tive values when the absolute pressure is larger 
than the atmospheric pressure; it assumes nega-
tive values when the absolute pressure is smaller 
than the atmospheric pressure. The differential 
pressure is the difference �∆p between two pres-
sures p11 and p2, ∆p =  p1 ��‒� p2, or p1,2 if it is the 
measurand  itself.

3	 Pressure ranges
The range of absolute pressures below the at-
mospheric pressure, whose lowest value on the 
Earth‘s surface amounts to approx. 300 hPa, 
belongs to the vacuum range to which the fol-
lowing contribution of Jousten [3] is dedicated. 
The natural pressures occurring on Earth, from 
the troposphere, at an altitude of approx. 55 km, 
to the Earth‘s core, cover the large range from 
approx. 25 Pa to 364 GPa (Figure 1).

The maximum pressure “accessible” to man 
naturally prevails at the deepest place in the 
oceans, in Witjastief 1 in the Mariana Trench 
(depth: 11 034 m), and amounts to 110 MPa. 
The maximum pressure generated in solids in 
the laboratory approximates that in the Earth‘s 
centre. For liquids, the upper limit of artificial 
pressures lies at 20 GPa [1]. The maximum pres-
sure applications with industrial importance 
comprise diamond and hard metal synthesis, for 
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which pressures between 4 GPa and 10 GPa are 
required. The upper limit of the technical pres-
sure scale for which reliable traceability of the 
pressure measurements to the SI base units is 
guaranteed, lies at 1.5 GPa. The most important 
technological processes, for which pressures 
up to 1.5 GPa are required and which must be 
measurable with a comparatively high accuracy, 
comprise hydraulic extrusion and autofrettage. 
The last-mentioned procedure allows the service 
life of the components, which are exposed to 
high pressure in operation (such as high-pres-
sure pipes, high-pressure pumps and fittings, 
vehicle diesel injection facilities and firearms) to 
be increased many times. The predominant part 
of the industrial applications ‒ which comprise 
the most diverse pneumatic and hydraulic facili-
ties, processes in the chemical industry and the 
automobile industry, material processing with 
water jet facilities, gas supply and many others 
‒ is performed in the pressure range between 
1 MPa and 300 MPa [4]. A new procedure for the 
sterilization of food without thermal treatment, 
in which the food is exposed for a short time to 
a pressure of (0.7 to 1) GPa, offers many advan-
tages and is already routinely used in some in-
dustrialized countries. Tyre and blood pressure 
measurements in the range from approx. 10 kPa 
to 500 kPa rank among the most frequently 
performed gauge pressure measurements with 
which the citizen is directly confronted. Small 
gauge pressures in the range of approx. ± 1 kPa 
are increasingly gaining in importance in con-
nection with indoor air-conditioning and ven-
tilation, clean-room technologies and energy 
generation. In meteorology (weather forecasting) 
and aviation (barometric altimetry), absolute 
pressures of approx. 100 kPa and below must be 
measured with a relatively high accuracy.

4	 Pressure measuring methods

A distinction is made between direct and indi-
rect pressure measurement methods [4]. Direct 
pressure measuring devices determine the 
amount of the pressure to be measured directly 
from the basis relation (1), or from 

p h g= ⋅ ⋅ρF ,	 (2)
whereby the latter represents the hydrostatic 
pressure of a liquid column, h being the height 
of the liquid column, ρF the density of the liquid 
and g the acceleration due to gravity. 

Measuring devices which work in accordance 
with principle (2) are liquid column manom-
eters, in which h is measured and p determined 
from it. The liquid column manometers comprise 
the U-tube manometer, the inclined-tube ma-
nometer and the float-type manometer in which 
the height of the liquid column is measured in 
different ways. Liquid column manometers are 
used almost exclusively for pressure measure-
ments in gases. Depending on whether atmos-
pheric pressure or zero pressure prevails in the 
reference level of the liquid column manometer, 
the device is used to measure gauge pressure or 
absolute pressure. Liquid column manometers 
can also be used for differential pressure meas-
urements, e. g. measurements of small pressure 
differences at a high static pressure. The meas-
urement range of liquid column manometers 
is usually limited to 1 Pa to 300 kPa (Figure 1). 
The smallest relative measurement uncertainty 
achievable may lie at a few ��10‒6.

Pressure measuring devices which work in 
accordance with relation (1) are piston manom-
eters, also called piston gauges or pressure bal-
ances, and pressure balances with manometric 
liquids. 

Figure ���1: 

Pressures on the Earth 
and on other planets, 
in the laboratory and in 
industrial applications. 
Fundamental and directly 
measuring pressure de-
vices and p���������rocedures
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In a piston manometer, the pressure acts 
on the cross-sectional area A of the piston and 
causes a force FN. In the case of simple piston 
pressure meters for industrial applications, the 
piston is sealed and the force acting on the pis-
ton is compensated by a spring. The occurring 
spring displacement is a measure of the pres-
sure. Due to the friction between the sealing and 
the piston, the accuracy of such piston pressure 
meters is not better than 1 %. Of greater impor-
tance are piston manometers with an unsealed 
piston which are used as pressure standards in 
measurement workshops and laboratories. In 
such piston manometers, a small gap between 
the piston and the pressure cylinder allows the 
free, frictionless movement of the piston in the 
cylinder. Mechanical contact between the piston 
and the cylinder is ruled out by a piston rotation 
(piston gauge), a special form of the piston-cyl-
inder gap or by a mechanical support with the 
aid of which the piston is centred in the cylinder 
hole. The force of the pressure acting on the pis-
ton is compensated with weights applied to the 
piston or with the aid of an electronic weighing 
instrument. This force, divided by the effective 
area of the piston-cylinder unit, furnishes the 
measurement pressure. Commercial piston ma-
nometers allow pressures in gases from approx. 
30 Pa to 100 MPa to be measured (in liquids up 
to 1.4 GPa) (Figure 1). Piston manometers are 
suited to measure absolute pressures, gauge 
pressures and differential pressures. The small-
est relative uncertainties of the pressures meas-
ured with piston manometers lie between 10‒6 
and 10‒5. 

In the case of the pressure balances with 
manometric liquids, the most important design 
of which is the diving-bell manometer, the 
manometric liquid has the task of separating the 
spaces with different pressures from each other. 
The measurement pressure acts on a defined 
area, e. g. the area of the internal cross-section of 
the bell immersed into the manometric liquid, 
and is compensated with a weight or measured 
with the aid of a dynamometer. The density of 
the manometric liquid has no influence on the 
measurement result. Due to the large cross-sec-
tion, diving-bell manometers are especially suit-
ed for the precise measurement of small gauge 
pressures in the range [‒ 4; + 4] kPa. The small-
est measurement uncertainty achievable lies at 
0.02 Pa + 10‒5pe. 

Devices which measure pressure indirectly 
are pressure meters which use the effect of a 
pressure on specially shaped bodies or on sub-
stances for pressure determination. Such effects 
are, for example, the elastic change in shape of 
hollow bodies or plates in spring-elastic ma-
nometers which ‒ due to their simple handling, 
robustness and cost-effective manufacture ‒ rank 

among the most important pressure meters 
for many industrial processes. With the aid of 
a motion work, the elastic deformation of the 
measuring element is converted into a rotational 
angle of a pointer so that the measurement pres-
sure can be read directly on a correspondingly 
subdivided scale. In many cases, the pointer 
movement is converted into an electrical or 
pneumatic, analog or digital signal so that the 
pressure meter can be used for automatic pres-
sure determination or for process control. The 
smallest relative measurement uncertainty 
achievable of spring-elastic manometers has an 
order of magnitude of 10‒3. 

In electric pressure metrology, the pressure 
is converted into an electrically measurable 
quantity. The elastic deformation of a hollow 
body caused by pressure is, for example, de-
termined as the change of its electric resistance 
with the aid of strain gauges applied on it. Us-
ing different strain gauges and pressure body 
geometries, pressure sensors can be constructed 
for the pressure range from approx. 100 kPa to 
1.5 GPa. In the case of capacitive pressure sen-
sors, the deflection of a diaphragm, which serves 
as one of the capacitor plates and is subject to 
the pressure, leads to a capacity change to be 
measured. Such pressure sensors are particu-
larly well suited for the measurement of small 
pressures or pressure differences from 1 Pa to 
5 MPa. In the case of piezo-electric sensors, the 
pressure is converted into a mechanical force by 
means of a diaphragm and transmitted to piezo-
electric crystals. The generated electrical surface 
charge is proportional to the load and leads to a 
measurable electric voltage. As the charges are 
discharged over the finite insulation resistors, 
piezo-electric sensors are mainly suitable for the 
measurement of dynamic pressures. Another 
important class of pressure sensors is based on 
the change of the resonance frequency of oscil-
lating bodies, e. g. of quartz crystals, when these 
are loaded by pressure. This frequency change 
can be measured very exactly with a frequency 
counter. The resonance frequency pressure sen-
sors are used in the pressure range from 1 kPa to 
300 MPa and are characterized by a very good 
stability and resolution between 10‒6 and 10‒5. 
When maximum pressures above the technical 
pressure scale are measured (p > 1.5 GPa), resist-
ance manometers and optical manometers are 
used [1, 4]. Resistance manometers measure the 
resistance change of a wire made of special al-
loys (e. g. manganin) wound up on a coil when it 
is hydrostatically pressurized. The optical pres-
sure measuring principle is, for example, used 
in ruby sensors, in which a displacement of the 
fluorescence lines of ruby caused by the pressure 
load is measured. Ruby sensors allow pressures 
of more than 100 GPa to be measured.
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5	 Traceability to the SI units

Traceability of the pressure unit to the SI base 
units “kilogram”, “metre”  and “second” is 
realized with the aid of primary liquid column 
manometers and pressure balances, using the 
relations (1) and (2) (Figure 2) [4, 5].
	 Due to the stability of its density, mercury 
is normally the liquid used in liquid column 
manometers [6]. The local acceleration due to 
gravity can be determined with a precision bet-
ter than 5 · 10‒7g. The combined uncertainty of 
the pressure mainly depends on the uncertainty 
of the column height and the mean density of 
the mercury. The latter is strongly influenced by 
the temperature distribution along the column. 
For measurement of the column height, optical 
interferometry, capacitive determination of the 
meniscuses and ultrasound duration methods 
are used. The smallest relative measurement 
uncertainties of a few 10‒6 are obtained close to 
atmospheric pressure. At higher pressures, the 
accuracy of the pressure measurement is increas-
ingly influenced by the temperature inhomo-
geneity along the mercury column. In the case 
of smaller pressures, i. e. smaller columns, the 
accuracy of the pressure measurement decreases 
due to the increased relative uncertainty of the 
column height measurement.  

For primary pressure balances, traceability to 
the SI base units is realized by determination of 
the local acceleration due to gravity, of the mass 
of the piston with the weights and of the effec-
tive area (A0) of the piston-cylinder system. The 
two first quantities contribute only between 10‒7 
and 10‒6 to the relative measurement uncertainty 
of the pressure. The effective area is decisive for 
the accuracy of the pressure measurement and is 
determined from the dimensional properties of 
the piston and the cylinder bore [7]. For this pur-
pose, diameters are measured at several places, 
and roundness and straightness deviations are 
measured along the circular and generatrix lines 
both on the piston and on the cylinder bore. By 
combining the roundness and straightness data 
with the diameters, 3-dimensional data sets are 
established for the piston and the cylinder [8]. 
With the aid of this dimensional information, the 
flow in the piston-cylinder gap is modelled and 
the force acting on the piston is calculated as a 
function of the pressure under the piston. The 
relation of this force to the pressure furnishes 
the effective area. State-of-the-art devices for 
dimensional measurement allow the radii of pis-
tons and cylinders to be determined with an un-
certainty between 30 nm and 40 nm. In the case 
of nominal piston-cylinder sections of 5 cm2 to 
20 cm2, which can be manufactured with today‘s 
technologies (Figure 3), relative uncertainties of 
(4 to 6) · 10‒6 are obtained for the effective area. 

Figure 2: 

Traceability of the pres-
sure unit to the SI base 
units with the aid of liquid 
column manometers and 
pressure balances

Figure 3: 

Piston-cylinder assembly 
with the nominal cross-
sectional area 10 cm2 for 
the primary realization 
of the pressure scale in 
gases in the range from 
50 kPa to 1 MPa

Correspondingly small uncertainties of the 
pressure can be achieved with primary piston-
cylinder systems in the range from approx. 
100 kPa to 2 MPa. The downward extension 
of the pressure scale is realized with the aid of 
force-compensated, non-rotating piston manom-
eters, capacitive membrane-type vacuum meters, 
static and continuous expansion procedures [3]. 
The upward extension of the pressure scale is 
achieved by the use of piston-cylinder systems 
with smaller A0. As the relative uncertainty of 
the dimensional characterization increases with 
a decreasing cross- section, A0 of smaller piston-
cylinder systems intended for higher pressures 
is no longer determined dimensionally, but from 
pressure comparison measurements against larg-
er systems. With increasing pressure, the relative 
uncertainty increases approximately proportion-
ally to the pressure, as the effective area of the 
piston-cylinder system changes due to the elastic 
deformation caused by the pressure. In the first 
approximation, the pressure-dependent cross-
sectional area (Ap) can be described with the fol-
lowing equation:

	
	

A A pp = +( )0 1 λ ,	 (3)

with λ being the pressure distortion coefficient 
of the piston-cylinder assembly. In the case of 
the freely deformable high-pressure assemblies 
of tungsten carbide, λ lies between 7 · 10‒8 MPa‒1 
and 8 · 10‒7 Ma‒1 and becomes ‒ in the case of 
pressures above 50 MPa ‒ the most important 
uncertainty source. For its more exact determina-
tion, the elastic constants of the materials of the 
piston-cylinder assemblies are measured and 
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then their elastic deformation is calculated with 
the aid of the finite element method [9]. Figure 
4 shows the PTB standard twin pressure bal-
ance, with the aid of which the pressure scale in 
liquids is realized in the range from 0.5 MPa to 
1 GPa.

This pressure balance is provided with a 
total mass of 500 kg and allows ‒ with the aid of 
dimensionally measured 5 cm2 piston-cylinder 
assemblies ‒ pressures between 0.5 MPa and 
10 MPa to be traced back directly to the SI base 
units [10]. By the installation of piston-cylinder 
assemblies with nominal cross-sectional areas of 
84 mm2, 30 mm2, 8.4 mm2 and 5 mm2, the pres-

Figure 4: 

Standard pressure ba-
lance for the realization 
of the pressure scale in 
liquids in the range from 
0.5 MPa to 1 GPa.

6	 Outlook

For most applications, the internationally rec-
ognized pressure measurement capabilities [12] 
offered by PTB are completely sufficient. Two 
new challenges which pressure metrology has 
had to meet in the past few years are the exten-
sion of the measurement range up to 1.6 GPa, 
in which newly developed precision pressure 
transducers which are required by industry are 
to be calibrated, and the reduction of the relative 
standard uncertainty of the absolute pressure 
measurement in the range from 1 MPa to 7 MPa 
to 10‒6 which is necessary for a redefinition of the 
Boltzmann constant and a new thermodynamic 
definition of the temperature unit Kelvin [13]. 
To solve the two tasks, new pressure standards 
must be developed which will work in accord-
ance with the pressure balance principle [14]. 

Literature 
[1]	 Decker D.L., Bassett W.A., Merrill L., Hall 

H.T., Barnett J.D.: J. Phys. Chem. Ref. Data, 1 
(1972),pp. 773‒836

[2]	 ISO 1000-1973, DIN 1301, www.bipm.org
[3]	 Jousten K.: PTB-Mitteilungen 118 (2008), 3, 

pp. 175‒178
[4]	 High Pressure Measurement Techniques, ed. 

by G.N. Peggs, London, N.Y., Applied Sci-
ence Publishers, 1983

[5]	 Pavese F., Molinar G.: Modern gas-based tem-
perature and pressure measurements, N.Y., 
Plenum Press, 1992

[6]	 Tilford C.R.: Metrologia 30 (1993/94), pp. 
545‒552

[7]	 Dadson R.S., Lewis S.L., Peggs G.N.: The pres-
sure balance: theory and practice, London, 
HMSO, 1982

[8]	 Jusko O., Bosse H., Lüdicke F.: High precision 
3D-calibration of cylindrical standards, in: 
Advanced Mathematical Tools in Metrology 
III (ed. by P. Ciarlini, M.G. Cox, F. Pavese and 
D. Richter), Singapore, World Scientific Pub-
lishing Company, 1997, pp. 186‒194

[9]	 Sabuga W., Molinar G., Buonanno G., Esward 
T., Legras J.C., Yagmur L.: Metrologia 43 
(2006), pp. 311‒325

[10]	Jäger J., Sabuga W., Wassmann D.: Metrologia 
36 (1999), pp. 541–544

[11]	Jäger J., Schoppa G., Schultz W.: The standard 
instruments of the PTB for the 1 GPa range 
of pressure measurement, PTB-Report W-66, 
Braunschweig, October 1996

[12]	http://kcdb.bipm.org/AppendixC/search.
asp?met=M&reset=1

[13]	Fellmuth B., Gaiser Ch., Fischer J.: Meas. Sci. 
Technol. 17 (2006), pp. 145‒159

[14]	Sabuga W.: MAPAN – J. Metrol. Soc. India, 
22 (2007), pp. 3‒11

sure scale is extended up to the maximum pres-
sure of 1 GPa [11] which can be measured with 
a relative uncertainty of 1.3 · 10‒4. In the range 
from 1 GPa up to the pressure of 1.4 GPa which 
can maximally be measured at PTB, the pressure 
scale is realized with a manganin resistance ma-
nometer whose properties are determined from 
the calibration with the 1 GPa pressure balance. 
This type of extrapolation leads to clearly higher 
relative uncertainties of up to 4 · 10‒3 for pres-
sures p > 1 GPa. 
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1	 Introduction

Under the term „vacuum“, often space without 
any material particles whatsoever is understood. 
This is more accurately known as the ideal or ab-
solute vacuum (Figure 1). Although in our uni-
verse totally empty space is not possible [1] ‒ en-
ergy is present everywhere and space containing 
energy is created only from the balance between 
material and antimaterial ‒ there wouldn‘t actu-
ally be much for metrologists to measure in an 
ideal vacuum. This is different, however, in the 
case of the vacuum as defined for technical pur-
poses (DIN 28400): Vacuum is the condition of 
a gas when its pressure is less than the smallest 
pressure of 300 hPa occurring on the surface of 
the Earth. The measuring scale reaches from this 
pressure down to 10‒12 Pa.

40 % of the products manufactured worldwide 
for the vacuum. The coating industry is a fur-
ther significant branch. The products in ques-
tion hereby are hardening coatings (e. g. tools, 
bearings), functional coatings (CD, DVD, mag-
netic memories, eyeglasses, lenses, architectural 
glass, PET bottles, foil metallization, textiles) 
or also decorative coatings. Further important 
examples of the applications of the vacuum 
technology are the automobile industry (leak 
test of rims and motors, filling of brake and air 
conditioning systems), metallurgy, the chemi-
cal and pharmaceutical industry, the electrical 
industry (transceiver tubes) and the aerospace 
industry.

Also, almost everywhere in physical re-
search, a defined vacuum environment is 
required.

The Quantity of “Nothing”:  
Measuring the Vacuum

Karl Jousten*

The vacuum achieved economic importance 
for the first time in the manufacture of the 
first light bulbs in 1879 by Edison (Figure 2). 
The oxygen of the atmosphere would have 
destroyed the filament within a short period 
of operation. Many fields of application have 
since been added to the lighting industry: The 
microelectronics industry is to be mentioned in 
first place thereby, because it purchases approx. 

Figure 1: 

Between the galaxies, there are macroscopic spaces 
in the cm³ range which are particle-free (ideal vacuum).  
Foto StScl-PrC07-35a NASA/ESA/Hubble Space 
Telescope.

Table 1:
The individual pressure ranges of the vacuum. The smallest pressure created so far 
at room temperature in the laboratory is 10–12 Pa.

In the 20th century, particularly in the second 
half, due to this requirement a strong vacuum 
industry developed which provides the needed 
vacuum pumps, chambers, active and passive 
components, and the corresponding measuring 
technology. Thereby, the individual vacuum 
ranges (Table 1) which encompass 17 orders of 
magnitude of pressure require quite different 
techniques. Also, the vacuum measurement 
technique requires many different measuring 
principles in order to be able to cover this large 
measuring range.

	
Pressure in Pa	 Particle density 

	 Mean free path		
 			   length 
		

in cm–³
	 in m

Low vacuum	 100…105	 1016…1019	 10–4…10–7

Fine vacuum	 0,1 …100	 1013…1016	 10–1…10–4

High vacuum	 10–5…0,1	 109  …1013	 10–1…103

Ultra-high vacuum	 < 10–5	 < 109	 > 103
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2	 Vacuum measurement
The scale of the pressure measurement in the 
vacuum is based on the definitive equation of the 
pressure p as the normal force F per surface A:

	 p F
A

= 	 (1)

Vacuum measuring devices which measure a 
force directly or indirectly can be constructed 
inexpensively in a measuring range down to ap-
prox. 100 Pa. The principle of the aneroid manom-
eters rests on the deflection of a membrane which 
closes an evacuated metal capsule. The membrane 
is indented by the acting external pressure and 
the indentation is transmitted to an indicator [2]. 
Also devices which measure the deflection of a 
membrane piezoresistively or with a piezo crystal 
are conventional and inexpensive.

If one wants to measure accurately via the 
mechanical force effect of pressure also below 
100 Pa, one must enlist the assistance of sensi-
tive electrical methods. In the case of capacitive 
measurement, the membrane deflected under a 
differential pressure is formed as the electrode of 
a condenser, which in turn is part of an oscillat-
ing circuit [3]. With this measuring method, it is 
possible to measure deflections of a membrane 
down to 0.5 nm. The resolution of these devices 
is 10‒4 Pa. With it, however, also the end of vac-
uum measurement via a pressure measurement 
has been reached.

Below 100 Pa, it is considerably less expen-
sive to measure the heat conductance of a gas 
from a heated element. In the fine vacuum and 
lower, the heat conductance is linearly propor-
tional to the gas density. In the high vacuum, 
however, radiation effects dominate such that 
the lower measuring threshold is approx. 0.1 Pa.

Figure 2: 

The economic importance of the vacuum industry began with Edison‘s light 
bulb production in Menlo Park in 1879. The man standing elevated is pouring 
mercury into a Sprengel pump to evacuate the light bulb.

Figure 3: 

Schematic drawing of a gas friction vacuum meter. 
The frequency reduction of a magnetically suspended, 
rotating sphere (red) is measured.

The spinning rotor gauge, very popular with 
calibration laboratories because of its stability 
(Figure 3), measures the frequency reduction of 
the rotation of a sphere magnetically suspended 
in the vacuum [4]. It is decelerated as a result of 
momentum transfer to the gas particles.

In the high and ultra-high vacuum, the pres-
sure unit is no longer a sensible measurement 
quantity. The gas particles have such a large me-
dium free path length that they no longer collide 
with each other but rather only travel from wall 
to wall of the vacuum system. Also, the force ef-
fect of a pressure is no longer measurable. A more 
sensible measurand is the gas density. So as not to 
change the scale, the gas density is measured and 
converted into a pressure quantity by application 
of the ideal gas law.

The gas density is measured by ionising the 
gas particles. The measured ion current is propor-
tional to the gas density and thus to the pressure. 
The ionisation is carried out either by a discharge 
(Penning and magnetron vacuum gauges) or by 
means of fast electrons (hot-cathode-ionisation 
vacuum gauge).

For further vacuum measuring devices and 
more details, please refer to the additional litera-
ture [2].

3	 Calibration of vacuum measuring 
devices

There is no vacuum measuring device with 
which it would be possible to obtain the pres-
sure with sufficient accuracy from the measuring 
signal via a physical equation. Either the physi-
cal processes are not definable in detail or the 
parameters are not sufficiently known. The spin-
ning rotor gauge comes closest to an absolute 
physical pressure determination. In this case, 
merely the effective accommodation coefficient 
of the gas particles on the sphere‘s surface must 
be determined by calibration. The indicators of 
all vacuum measuring devices must be individu-
ally calibrated by the manufacturer and, in part, 
also linearised.
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Thus via the calibration hierarchy, the trace-
ability to the derived SI unit of pressure must be 
ensured for all vacuum measuring devices.

4	 Traceability to the SI units
The pressure scale in the vacuum is traced back 
via the definitive equation (1) and the use of a 
mercury manometer or a piston manometer to 
the SI units of mass, length and time [5]. Figure 
4 shows how the scale of the vacuum pressures 
is continued at the PTB to include smaller pres-
sures. By means of the primary standards of the 
static and continuous expansion process, the 
scale is realized down to 10‒9 Pa.

5	 Primary standards for the vacuum

In the static expansion process, the Boyle-Mari-
otte law is used: The product of pressure and 
volume is constant at constant temperature for 
an enclosed gas quantity. That means that when 
gas is enclosed in a small volume under rela-
tively high pressure and subsequently expanded 
into a considerably larger volume, evacuated 
beforehand, then the pressure will be reduced in 
accordance with the volume ratio. In the general 
case, it is not possible to create the exact same 
temperature conditions for the two volumes and 
the connecting pipe between them, such that 
instead of the Boyle-Mariotte law, the ideal gas 
law is used. If p1, V1 and T1 denote pressure, vol-
ume and temperature before the expansion, p2 
the pressure afterwards, and V2 the volume into 
which the expansion takes place, including the 
connecting pipes, then the following applies:	
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T2 1

1

1 2

2

1
=

+
.
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The so-called expansion ratio V1/(V1+V2) is the 
crucial parameter of an expansion system and 
must be determined with the greatest possible 
accuracy [6], [7]. A part of the gas expanded to 
the pressure p2 can in turn serve as the starting 
point for another expansion. With such multiple 
expansions carried out in succession, pressures 
down to approx. 10‒2 Pa can be realized, in spe-
cial cases, even down to 10‒6 Pa.

The outgasing of the vacuum walls and the 
adsorption of the calibration gas limit the appli-
cability of the process to low pressures. 

Therefore in the case of smaller pressures, the 
continuous expansion process is used: The cali-
bration gas is continuously pumped through two 
orifices, strongly differing in size (conductance 
C1 << C2), into a vacuum pump. If there is no 
source or drain of the gas between the orifices, 
then the continuum equation applies, i. e. the pV-
throughput must be the same for both orifices. 
If p1 denotes the pressure before the first orifice, 
p2 the pressure between the orifices, and p3 the 

Figure 4: 

Overview of the traceability of the unit of pressure in the vacuum range to 
the SI units

pressure after the second orifice, then under iso-
thermic conditions the following applies:

( ) ( )p p C p p C1 2 1 2 3 2− = − 	 (3)

Since p2 is very small compared to p1, likewise p3 
compared to p2, the following applies in a good 
approximation:
	
	 p p C

C2 1
1

2
= 	 (4)

Thus, whereas in the case of the static expan-
sion process two volumes greatly differing in 
size are used, the pressure reduction in the case 
of the continuous expansion process occurs by 
two orifices differing in size. The initial pressure 
p1 is reduced in accordance with the orifice ratio 
to the pressure p2. This pressure p2 is the desired 
calibration pressure. 

In a primary standard in accordance with the 
continuous expansion process, the orifice C1 is 
chosen to be very small (PTB: 10‒6 /s) compared 
with C2 (100 /s), such that the pressure reduc-
tion is correspondingly large.

The storage tank for p1 as well as the orifice 
of the pressure-dependent conductance C1 are 
combined in a so-called gas flow meter. This 
produces a gas flow, whose value is known by 
the measurement of p1, C1 and the temperature. 
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The lower measurement threshold is deter-
mined by the smallest pressure p1 at which the 
conductance C1 can still be measured with suf-
ficient accuracy. This is the case at approx. 10 Pa, 
such that p2 = 10‒7 Pa is the lower measurement 
threshold. 

In the PTB this was reduced by a factor of 
100 through the use of a flow divider (chamber, 
center, in Figure 5) [8]. The flow divider is a 
chamber with two orifices differing by a factor 
of 100 in the conductance. The gas flowing into 

7	 Future challenges
Vacuum technology including vacuum meas-
urement technology has attained a high level of 
maturity which satisfies many users. Neverthe-
less, there are critical points: Many vacuum-
technological processes in the industry proceed 
extremely rapidly for economic reasons. The cy-
cle time of CD metallisation, i. e. the evacuation, 
coating and re-aerating amount to, depending 
on the metalliser, between 1.5 s and 2.5 s. In a 
period of less than 0.7 s, the pressure changes by 
a factor of 104. To what extent the vacuum meas-
uring devices can follow this dynamics was only 
estimated so far, but whether their calibration 
is still accurate in the case of such dynamics has 
never been investigated. Optical methods could 
in future play a role here.

These could also play an important role in 
the case of partial pressure measurement and its 
traceability. The gas purity of a process gas and 
its composition is often just as important as the 
total pressure. The currently used quadrupole 
mass spectrometers for determining the partial 
pressure have considerable deficits with regard 
to their calibratability [9]. Optical methods 
promise good prospects here [10, 11], but still 
have to be investigated.
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Figure 5: 

The primary standard 
CE3 of the PTB in accor-
dance with the continuo-
us expansion. 

this chamber from the gas dosing system is con-
ducted into two different calibration chambers 
via the orifices. The chamber located behind the 
smaller orifice reaches a calibration pressure of 
down to 10‒9 Pa.

The uncertainties of the realized pressures lie 
between 0.1 % and 0.3 % in the static expansion 
process, between 0.4 % and 2 % in the continu-
ous expansion process.

The pressure transfer to calibration labora-
tories is carried out by the calibration of trans-
portable vacuum measuring devices of highest 
accuracy (secondary standards).

6	 Secondary standards for the vacuum
Modern pressure balances which measure by 
means of a force meter (balance) the force ex-
erted by the pressure on a non-rotating piston, 
can be used down to 10 Pa as secondary stand-
ard and under certain circumstances, even as 
primary standard.

They are quite large and expensive, however, 
and instead, in the range from 0.1 Pa to 100 kPa, 
capacitive membrane vacuum meters are mainly 
used. Above 1 kPa, also high-quality quartz 
Bourdon spirals and oscillating quartz manom-
eters can be used [2]. 

From 0.1 Pa to 10‒4 Pa, the spinning rotor 
gauge is used as secondary standard and in the 
case of still smaller pressures, the hot cathode 
ionisation vacuum meter is used.


